
*Corresponding author.
*E-mail address: prabhansu@med.svnit.ac.in
This paper was recommended for publication in revised form by 
Editor-in-Chief Ahmet Selim Dalkilic

J Ther Eng, Vol. 11, No. 6, pp. 1741−1755, November, 2025

Journal of Thermal Engineering
Web page info: https://jten.yildiz.edu.tr

DOI: 10.14744/thermal.0001041

ABSTRACT

In this study, novel algorithms approach that forecast the sun’s movement more accurately, 
even in bad weather, and optimize for additional characteristics besides solar tracking. It was 
investigated through comparative analysis by using standard optimization methods, i.e., the 
JAYA algorithm, Teaching Learning Based Optimization algorithm, Rao-3 algorithm, Genetic 
algorithm, and Differential Evolution algorithm for a dual-axis solar tracking of a Photovol-
taic system. This dual-axis tracking involves rotation of two-axis, i.e., tilt angles and azimuth 
angles, to maximize the total available solar radiation at optimized tilt angles and azimuth 
angles for varying time from sunrise to sunset. The reason for obtaining optimum angles is 
to align the solar PV panel with the incoming solar radiation to get the maximum output. A 
non-linear and constrained optimization problem is employed to evaluate the optimum tilt 
angle and optimum azimuth angle trajectories. As in this case, the objective function is in an 
explicit form that is not known, the optimization methods are employed to evaluate the objec-
tive function, and that method calculates the available total solar radiation tracked and carried 
out in MATLAB software. The optimization results for the considered algorithms showed 
that the output electrical energy with the dual-axis tracker is far greater than that of the fixed 
system. It was found that for summer days, the electrical power generation by different opti-
mization algorithms are as follows: TLBO-16.1713 kWh, JAYA-16.1436 kWh, Rao-3-16.1125 
kWh, DE-16.2079 kWh, and GA-16.1969 kWh, and measured fixed system-13.2610 kWh. 
The obtained results for various optimization algorithms, in comparison to a measured fixed 
system, demonstrated significant enhancements in power generation.

Cite this article as: Kumar M, Prabhansu. Prediction of dual-axis solar tracking of the PV 
system for optimal power output using GA, DE, TLBO, Jaya, and Rao-3 algorithms. J Ther 
Eng 2025;11(6):1741−1755.
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Statement of novelty and industrial relevance
Novel algorithms approach that forecast the sun’s move-

ment more accurately, even in bad weather, and optimize for 
additional characteristics besides solar tracking. Dual-axis 

trackers that optimize efficiency and cost by combining 
fixed and single-axis features.

Enhanced Energy Generation: Dual-axis trackers 
boost solar system energy capture by 30-45% over fixed tilt 
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systems and 10-20% over single-axis trackers. They maxi-
mise solar capture by keeping the panels perpendicular to 
the sun all day and year.

Land Efficiency: Higher panel energy output allows for 
more electricity generation on less land. This helps in loca-
tions with high land costs or limited space.

Adaptability: They can be employed in regions where 
the sun’s yearly path presents significant challenges in terms 
of capturing maximum energy.

Optimal results in Diverse Latitudes: Dual-axis track-
ers perform best in higher or lower latitudes when the sun 
angle fluctuates dramatically throughout the year.

Economic Value: Despite the greater upfront expen-
ditures, the enhanced energy yield might result in faster 
returns on investment. The initial outlay may be higher, 
but the additional energy production should eventually 
pay for itself through economies of scale and technical 
developments.

INTRODUCTION

Renewable energy sources are gradually replacing fossil 
fuels and are the need of the hour. These are mainly derived 
from natural resources, either abundant in nature or con-
stantly replenished. Renewable energy resources come 
from natural resources like wind, sun, waves, tides, and 
geothermal heat and are clean and pollution-free. Among 
the various renewable energy resources, solar energy is the 
most pristine and abundant in countries like India.

A PV cell is an electronic gadget that directly converts 
the sun’s radiation into electrical power. A PV system’s per-
formance depends on the solar cells’ temperature, which 
determines how efficiently they operate [1]. There are three 
selected parameters that determine the solar cell outputs. 
The photovoltaics selected parameters such as short circuit 
current (Isc), open circuit voltage (Voc), and maximum 
power (Pmax) are presented in [2,3]. The PV panel’s effi-
ciency decreases with the increased operating temperature 
of the module. According to Koundinya et al. (2017), the 
finned heat pipe can overcome the operating temperature 
of PV modules. It was also found that the experimental and 
computation study results are in good agreement [4]. 
Significant disadvantages of solar PV systems include high 
costs compared to fossil fuels, poor efficiency, and intermit-
tent operation. In order to overcome these challenges, cap-
turing more and more energy from the sun with the existing 
PV modules is a challenging task for researchers and the 
scientific community across the globe. PV materials, geo-
graphical locations, environment temperature, weather 
conditions, angle of incidence, and module direction influ-
ence the PV system’s energy output. Tracking techniques 
decide the best orientation of the PV modules towards the 
sun. The intelligent tracking technique is the most promis-
ing among the several existing categories of tracking sys-
tems. It is because of its capacity to forecast the correct path 
of the sun by using predefined algorithms, as mentioned in 

[5,6]. The variation in the solar intensity on the PV system 
exists because of daily and seasonal movements of the earth 
across the sun. The best possible orientation of solar panels 
to the trajectories of the sun can be achieved by considering 
the rotation as well as the revolution of the earth. With the 
optional use of solar trackers, collected solar energy can be 
increased by 10 to 100%, depending upon geographical 
locations and changing weather conditions. The only issue 
is that this tracking device consumes power equivalent to 
2-3% of the increased power output [7]. An experimental 
study on the solar tracker using a sun tracking system to 
maximize the productivity of solar still was conducted by 
Abdallah et al. (2008). The solar tracking system under 
consideration was computerized and was used to orient the 
solar system, still having an effect of 1m2 with the trajectory 
of the sun’s movement throughout the day. The perfor-
mance of the solar still with the single-axis tracker increased 
productivity by around 22%, which was greater than the 
static system under consideration [8]. An experimental 
study of dual axis solar tracker using a predefined 
Differential Evolution algorithm for tracking the sun’s path 
throughout the day was done by Seme and Štumberger 
(2011). It was found that the maximum solar energy of the 
photovoltaic system was obtained by maintaining the opti-
mum tilt and azimuth angles evaluated by the optimization 
technique. The results reported in this research showed that 
by using novel technologies, the efficiency of energy gener-
ation inside a PV system could be increased up to 10-50% 
[9,10]. In another investigation in a fixed system, the energy 
generation predicted through GA increased by 15.85% for 
PV modules [11]. The new method for optimizing solar 
trackers by applying arbitrary design and geometry of 
Concentrating Photovoltaic (CPV) and PV tracker system 
that moves less and requires less mechanical effort is now 
being used to track the sun’s location. The optical system 
used in the solar tracking concentrator quickly reacts to 
variations in the sun’s location throughout the day, month, 
and year. The goal of a solar tracking system is to hold onto 
solar light alignment with the surface of the receiver [12–
14]. A fixed system and a continuous dual-axis sun tracking 
system based on a solar map and light-dependent resistor 
(LDR) sensors were evaluated in terms of power gain and 
system power consumption. It was discovered that com-
pared to a continuous two-axis sun tracking system, the 
energy gain from a hybrid sun tracker is essentially non-ex-
istent. The proposed design system was found to have low 
energy consumption, high precision, and low cost [15]. The 
closed loop tracker was investigated with LDR sensors as 
input to the solar system. In contrast, in the case of an open 
loop system, a controller provides the driving signal to the 
servo motor based on current data inputs and the operating 
algorithm of the system. On days with cloudy conditions 
and days with clear skies, the proposed system may produce 
12.8% and 26.9% more electricity than a static PV system. A 
dual axis with an open-loop solar tracker was also found to 
be automated and deployable anywhere on the plane 
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[16,17]. There are various tracking methods, but passive 
and active systems are the most common. In Passive sys-
tems, low-boiling-point gaseous liquids drive the system 
using the received solar radiation. On the other hand, active 
systems use gears and motors to manage PV modules. They 
are further classified into five driving systems: intelligent 
driving, Sensor driving, open-closed loop driving, micro-
processor driving, and other combination driving based on 
the driving mechanisms used. Intelligent driver systems are 
one of the most used tracking systems nowadays because 
they use learning algorithms to forecast the precise location 
of the sun [18]. In another work, the optimum tilt and azi-
muth angles for the dual-axis tracker were used to optimize 
the power received by applying Harmony Search (HS) 
meta-heuristic algorithm. Based on the Julian date model, 
the performance was checked on six Chinese cities with 
diverse temperature zones to find the monthly optimum tilt 
and azimuth angles. The result was very close to the stan-
dard values [19]. A comparative study of the performance 
of the fixed, single-axis, and dual-axis solar tracking system 
over the year concluded that the generated electricity was 
found to be 2.25 MWh, 3.04 MWh, and 3.17 MWh, respec-
tively. The single-axis tracking system produced about 
35.30% more energy than the static system, while dual-axis 
solar tracker produced about 41.07% more than the static 
system under the same conditions. Fahad et al. (2019) con-
cluded that the dual-axis tracker generated 3.96% more 
power than the single-axis tracker without considering the 
cloud. When the cloud effect was considered, the difference 
was reduced to 3.44% [20]. Due to the increasing demand 
for sustainable and green energy resources, Zaher et al. 
(2018) proposed an intelligent approach to optimize the 
orientation of continuous solar tracking systems on cloudy 
days. It was based on a 5-megapixel ground-based sky cam-
era named 5481VSE-C and provided by IDS imaging. It was 
equipped with a Fujinon fisheye lens and protected by a 
waterproof enclosure manufactured by automation and a 
fuzzy inference system. The experimental result for 
Perpignan city has efficiency gains of up to 9% relative to 
conventional continuous sun tracking systems under over-
cast conditions [21]. Saymbetov et al. (2021) developed a 
dual-axis schedule solar tracker with an adaptive algorithm 
to capture direct sunlight and maximize electrical power. It 
consists of a polycrystalline solar panel with a power of 60 
W, an electric linear actuator, DC motor SV35-130/HP5 
BFN, Atmega 328 microcontroller where a tracking algo-
rithm was installed. The experimental work revealed that 
the amount of electrical power produced by the dual-axis 
schedule tracker with an adaptive algorithm in October and 
November was 58.55 WH and 82.54 WH, respectively [22]. 
In order to design a low-cost hybrid system to deliver the 
required thermal energy for heating water and street light-
ing, a parabolic collector combined with a dual-axis track-
ing mechanism with an LDR sensor was used to move the 
parabolic dish with the movement of the sun. The experi-
mental work revealed that the thermal efficiency using 

dual-axis and single-axis tracking mechanisms was 32.2% 
and 23.6%, respectively, with the same operating parame-
ters [23]. This study focuses on the design and development 
of a dual-axis solar tracker using SIMULINK and 
SolidWorks. The tracker employs an LDR-based algorithm 
to monitor the sun’s trajectory in real-time, utilizing time 
and location data. Results show that the tracking PV system 
produces more current than a static system, and the stand 
designed for 335-watt panels is strong enough to endure 
various wind conditions [24]. Another system, managed by 
a microcontroller, tracks the sun’s position on both axes, 
with IoT monitoring for performance and alerts [25]. 
Additionally, a novel solar tracking system using a particle 
filter (PF) algorithm improves energy generation by 20.1% 
compared to fixed systems after a 60-day trial [26]. A dual-
axis tracker with ESP8266 and LDR sensors enhances 
energy absorption and provides real-time monitoring of 
system data like temperature and power, with potential 
upgrades such as AI and remote monitoring [27]. D.A. 
Flores-Hernández D et al. 2024, this study presents a real-
time tracking algorithm for dual-axis solar trackers, result-
ing in a 53.33% reduction in tracking movements, 60.77% 
reduction in operation time, and 14.18% decrease in energy 
consumption, while maintaining energy productivity. The 
tracker’s energy consumption remains between 2% and 3% 
of the energy gain, ensuring profitability. Experimental 
findings show a mean tracking error of 4.61° (DMA) com-
pared to 2.04° (CA), with azimuthal errors of 1.43° (DMA) 
and 0.27° (CA), and elevation errors of 4.39° (DMA) and 
1.00° (CA). This method extends the tracker’s lifetime by 
6.8 times and integrates predictive maintenance through 
real-time data for improved durability and efficiency [28]. 
N. Koshkarbay et al. 2024 developed an adaptive control 
system for dual-axis solar trackers to optimize performance 
under varying weather conditions, using Clear Sky Index 
(CSI) thresholds and machine learning models for power 
output prediction with 99.3% accuracy. This system, inte-
grating CSI-based decisions and forecasting, demonstrated 
energy generation improvements of 18.3% over horizontal 
configurations, 14.9% over single-axis trackers, and 10.01% 
over dual-axis trackers [29]. P. N. Praveen et al. 2024, pro-
posed a dual-axis solar tracking system that combines an 
artificial neural network with an advanced particle swarm 
optimization method to improve energy forecasting accu-
racy. It uses meteorological data from Alice Springs and 
features innovative hidden layers for day/night data selec-
tion and input relevance. This approach enhances both 
ANN training and prediction performance. Future work 
will focus on multi-output fuzzified systems and further 
optimization improvements [30]. S.E. Bousbia Salah et al. 
2024, introduced a solar dryer featuring a dual-axis track-
ing system and a parabolic trough concentrator, demon-
strating efficient drying of apricots under desert conditions. 
The system achieved temperatures of up to 115°C, with an 
average thermal efficiency of 25.93%, and reduced the 
moisture content of apricots by 71.76%. Economic analysis 
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showed a low capital cost and a payback period of 0.43 
years, highlighting its potential for widespread use in agri-
cultural drying [31]. K. Kumba et al. 2024, explored the 
effectiveness of various solar tracking systems in enhancing 
energy output from photovoltaic panels, emphasizing dual-
axis and hybrid trackers. It highlights advancements in 
tracking technologies, including machine learning and IoT 
integration, to improve energy capture efficiency. The 
research identifies key challenges and suggests future 
improvements, such as hybrid systems, cost-reduction 
strategies, and policy support, which are crucial for pro-
moting sustainable energy solutions and improving the 
economic viability of solar energy systems [32].

The objective of this work is to enhance the available 
energy from the sun by utilizing a two-axis tracking device, 
which continuously makes the PV module align with the 
sun’s rays. There are two methods for increasing the amount 
of solar radiation energy accessible. The first strategy is to 
absorb as much solar radiation as possible using the appro-
priate solar radiation-absorbing materials. The second 
method, presented in this work, is to use the optimization 
methodology for the solar photovoltaic panel over a day to 
increase radiations that reach the PV module. The optimi-
zation technique aims to maximize the PV panel’s electrical 
power by tracking the sun’s optimal tilt and azimuth angles. 
In this work, solar tracker optimization techniques like the 
Teaching learning-based optimization (TLBO) algorithm, 
Jaya algorithm, Rao-3 algorithm, Differential algorithm 
(DE), and Genetic algorithm (GA) are used. This work con-
siders tilt and azimuth angles for a dual-axis solar tracker of 
a PV system, and the considered optimization algorithms 

optimize it. The second aim of this work is to evaluate the 
optimum tilt-azimuth angle of the PV module using differ-
ent algorithms. The purpose was to maximize the electrical 
power through the solar PV panel by tracking the sun’s tra-
jectories like azimuth and tilt angles throughout the day.

MATERIALS AND METHODS

A dual-axis solar tracker, as presented in Figure 1, is a 
mechanism designed to track the sun’s trajectory in the sky, 
enabling it to make simultaneous adjustments in both hor-
izontal (azimuth) and vertical (elevation) directions. This 
functionality allows the solar panel to maintain an optimal 
angle relative to the sun’s position, thereby optimising its 
exposure and energy generation during the course of the 
day. This phenomenon leads to an enhancement in the effi-
cacy of energy harvesting from photovoltaic panels.

TRAJECTORIES DETERMINED BY THE VARIOUS 
ALGORITHMS

Teaching Learning-Based Optimization (TLBO) Algorithm 
Rao and Patel (2012) proposed the “Teaching Learning-

Based Optimization” algorithm based on learning and 
teaching processes. The population size, number of gen-
erations, size, and other common regulating factors are 
required for the TLBO algorithm, whereas other algorithms 
require algorithm-specific control parameters.

There are two fundamental modes of algorithms: learn-
ers learning through teachers and learners interacting with 

Figure 1. Schematic of dual-axis solar tracker.
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other learners. The TLBO method considers a group of 
learners to be a population size, and different subjects pre-
sented to the group of learners to be different design factors 
for the given optimization problem, with the learners’ out-
puts being the fittest value of the optimization problem. A 
teacher is regarded as the ideal solution among the general 
population. The design variable is a parameter included in 
the objective function of the given problem, and the best 
solution provides the best value for the objective function. 

The working principle of the TLBO algorithm is given in 
Figure 2, [33].

JAYA Algorithm and Rao-3 Algorithm 
The JAYA method is a new and easy optimization tool 

that addresses restricted and unconstrained difficulties, 
and its flowchart is represented in Figure 3 [34]. It is based 
on the best solution moving forward and the worst solution 
avoiding the population size N. The initial population for 
each design variable is created randomly within the lower 

Figure 2. Flowchart of TLBO algorithm.
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and upper bounds. Then, based on the idea of the best and 
worst candidate solutions within the population size, N, the 
values of the randomly generated variables are modified in 
each iteration. The main equation used in Jaya optimization 
algorithm is as follows by equation (1):

	 	
(1)

Where r1 and r2 are random numbers in the range [0,1], 
the function values at the end of each iteration become the 
next iteration’s input value. 

Rao and Pawar (2020) proposed the Rao-3 algo-
rithm 2020 based on Quasi-oppositional. For the Rao-3 
Algorithm, the modified equations used in optimization 
are as follows by equation (2) and its flowchart as shown in 
Figure 3, [35]:

	 	
(2)

Differential Evolutionary (DE)
The differential evolution (DE) algorithm is a straight-

forward, effective, and efficient method for tackling global 
optimization problems. The effectiveness of the differential 
evolution algorithm is highly dependent on its mutation 
strategy, which is discussed in [10,36]. The flowchart of the 
DE algorithm is shown in Figure 4.

In the initialization, the initial population includes the 
‘N’ solutions (i.e., size of the population member or size), 
and each population size contains a ‘D’ variable, where D 
is the design variable of search space. Therefore, the solu-
tion of the population member at generation ‘G’ is given as 
equation (3):

	 	
(3)

The member’s initial population should be spread 
across the entire search space. The initialization approach 
for member’s solution that is most usually used as equation 
(4):

	 	 (4)

Where Xjmin and Xjmax are the lower and upper bounds 
of the jth dimension of the variable size, respectively, and 
rand (0,1) is a fundamental value between “0” and “1”.

DE mutation strategy
DE/rand/1
The DE strategy used in the mutation, which is given by 

the equation (5):

	 	 (5)

Where r1, r2, and r3 represent the distinct integer ran-
domly generated within the range of [1, N], and F is the 
scaling factor used to determine the mutation scale. The 
scaling factor’s range is restricted to (0,1).

Crossover operator
After mutation, the trial vector 

 is created for each 
population, which is obtained by the equation (6):

	 	
(6)

Selection operator
Based on their fitness value, the selection operator 

selects whether the target vector survives and moves on to 
the next generation. The decision vector for the maximiz-
ing issue is as follows by the equation (7): 

	 	
(7)

Genetic Algorithm (GA)
Holland, 1984, developed an algorithm known as a 

genetic algorithm that is based on Charles Darwin’s theory 
of natural evolution. The natural selection of members of 
population size is the first step in the Genetic Algorithm 
(GA), a process of evolution. They give birth to children 
who carry their parents’ genes, and these children’s virtues 

Figure 3. Flowchart of JAYA and Rao-3 algorithm.
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will be transmitted to the following generation. If the par-
ents’ qualities have a higher fitness value, their kids will 
outperform the parents’ genes and have a better chance of 
survival. This algorithm will continue to iterate until the fit-
test individuals are identified. A genetic algorithm has five 
well-thought-out phases, as shown in Figure 5 [37]. 

The above-proposed algorithms are used to determine 
the total solar radiation at optimal tilt and azimuth angles. 
All of these methods used the same set of optimization 
parameters to find the best optimal solution. Our methods 
were designed to function together with a population size 
of 172 individuals, an iteration count of 1000, and two opti-
mization variables, tilt angle and azimuth angle. In case of 
the Genetic algorithm, to encourage genetic variety in the 
population, we kept the crossover probability at 0.8 and the 
mutation scale factor at 0.5, facilitating the exploration of 
novel solution spaces. 

Mathematical Model 
By the mathematical model of the solar orbit and posi-

tion and “Radiation maximization” demand, the objective 
function is:

	 	 (8)

Equation (1) represents the maximization of solar radi-
ation (Ic) at an optimized azimuth angle (γ) and tilt angle 
(β).

Constraints:
(i) Azimuth angle: 

	 	 (9)

Where γmin & γmax represents limits between the lower 
and upper limit values. In the optimization problem, the 
azimuth angle lies between [-110, 110].

(ii) Tilt angle: 

	 	 (10)

Where βmin & βmax represent limits between the lower 
and upper limit values. The tilt angle optimization problem 
lies between [0°, 90°].

 The calculation of electrical power generated within 
the PV system can be determined by integrating the instan-
taneous value of solar radiation received by the surface 
of the PV panel with specified time intervals. The system 
efficiency is influenced by different factors like tracking 
algorithms, solar radiation receiving effective surface area 
of the PV panel, changing time with the sun’s movement 
throughout the day, and the DC/DC converter and inverter 
efficiency.	

The solar radiation time-dependent for reaching 
the earth’s surface depends on the extra-terrestrial sun-
light-based radiation estimation, which is reduced by the 
quality of air present in the atmosphere. Lowering the val-
ues of the sun’s radiation reaching the earth’s surface are 

Figure 5. Flowchart of GA algorithm.Figure 4. DE algorithm flow chart.
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depicted as components of the sunbeam length through the 
atmosphere as clearness indices. On clear days, deliberate 
radiation from the sun on the surface of the earth and pre-
dicted extra-terrestrial solar beam develop their qualities 
over time.	

The total radiation or instantaneous radiation (Ih) is the 
sum of the direct or beam radiation (Ibh) and the diffuse 
radiation on the horizontal surface (Idh) as expressed in 
equation (11) [38].

	 	 (11)

The direct radiation on the horizontal surface (Ibh) and 
diffuse radiation on the horizontal surface (Idh) depends on 
the Geographical location, day of the year, time, and weather 
situations. The lowering of solar radiation is increasing 
in tandem with the lengthening of the sun’s ray pathways 
inside the atmosphere. The impact of the atmosphere on the 
scattering and absorption of radiation fluctuates over time 
due to changes in atmospheric conditions and air mass. 
Defining a standard “clear” sky and calculating the amount 
of radiation received on a horizontal surface during each 
hour and day under these standard conditions is benefi-
cial. The estimation of solar beam radiation passes through 
clear atmosphere on a horizontal surface by considering the 
zenith angle (θz) and altitude for standard atmospheric cir-
cumstances. Therefore, the reduction of solar radiation is 
defined by the transmittance coefficient for beam (Ibh) and 
diffuse radiation (Idh) for clear days, which are denoted by 
τb and τd, respectively, and can be calculated by the follow-
ing equation [13,38]:

	 	
(12)

And the estimation of the clear-sky diffuse radiation 
(Idh) on horizontal surfaces are as follows:

	 	
(13)

Where transmittance coefficient for beam radiation can 
be calculated by the equation (14):

	 	
(14)

The values of the constants a0, a1, and k for the standard 
atmosphere with a visibility of 23 km are determined based 
on the values of a*0, a*1, and k*, which are provided at alti-
tudes below 2.5 km. 

	 	 (15)

	 	 (16)

	 	 (17)

Where A is the altitude from the sea level in km, the 
constants a0, a1, and k can be calculated by applying the 
correction factors: , and . The values 
of correction factor are shown in table 1 for four different 
climatic types. Similarly, the transmittance coefficient for 
diffuse radiation on a horizontal surface during clear days 
can be calculated using the following equation (18): 

	 	 (18)

The average extra-terrestrial solar radiation is denoted 
by It, which is obtained by equation (19), [17,38]:

	 	
(19)

Where, I₀ is the solar constant which is equal to 1367 
w/m2, and the eccentricity factor is given as equation (20), 
[38]:

	 	 (20)

Where n represents the nth day of the year, counted 
from the first January. The total solar radiation represented 
by 'Ic' in equation (14) is the function of the solar radiation 
(Ih), diffuse radiation (Idh), and beam radiation (Ibh) on the 
surface of the PV panel with optimal tilt and azimuth angles 
for a different time is obtained as equation (21), [17,38]:

	 	 (21)

Where 'ρ' represents the ground reflectance factor and 
the value is 0.7, taken from Seme & Štumberger, 2011 and 
Seme et al., 2017, and ‘i' represents the incidence angle of 
beam radiation from the sun to the solar PV surface. The 
relation between solar incidence angle and the other sun 
angles is obtained as equation (22), [38]:

	 	 (22)

Where 'γs, γw' represents solar azimuth and wall azimuth 
angle, respectively, and 'α' represents the altitude angle of 

Table 1. Correction factor for four different climates [Duf-
fie et al. [38], with permission from John Wiley and sons].

Type r0 r1 rk
Tropical 0.95 0.98 1.02
Mid-latitude summer 0.97 0.99 1.02
Sub-arctic summer 0.99 0.99 1.01
Mid-latitude winter 1.03 1.01 1.00
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the sun, which is obtained as equation (23) and zenith angle 
is inverse of Sin α [38]:

	 	 (23)

And, 

	 	 (24)

Where in above equations (23) & (24), L, δs, ωs, & T 
represent the latitude angle for a particular geographical 
location, solar declination angle, solar hour angle, and solar 
time, respectively. 

The integration of the electric energy for a given time 
interval [t1, t2] gives the produced electrical energy by the 
following equation is given as equation (25), [38]:

	 	
(25)

Where, in equation (25), Epv, ηpv, Apv, & IC represent the 
PV system that has produced electrical energy. The total 
efficiency consists of the PV panel, dc/dc converter and 
inverter, active surface area of the panel, and total solar radi-
ation during a predefined time interval [t1, t2], respectively.

RESULTS AND DISCUSSION

This section deals with the results obtained during the 
optimization of dual axis solar tracker for a PV module 
in order to achieve maximum solar radiation at optimum 
tilt-azimuth angles and further maximize the electrical 
energy by using optimization algorithms like JAYA algo-
rithm, Teaching learning-based optimization (TLBO) 
algorithm, Rao-3 algorithm, Differential evolutionary 
algorithm (DE) and Genetic algorithm (GA). The codes of 
algorithms were run in MATLAB software to determine the 

(a) (b)

(c)

Figure 6. Results for winter day, nth=350, at Surat city: (a) Optimum Azimuth angle β v/s time, (b) Optimum tilt angle β 
v/s time, and (c) Total solar radiation determined by proposed algorithms and Pyranometer.



J Ther Eng, Vol. 11, No. 6, pp. 1741−1755, November, 20251750

optimum azimuth and tilt angles to obtain the maximum 
solar radiation tracked. 

The trajectory of the solar tracker depends upon 
the mathematical modeling, geographical location (i.e., 
Latitude and longitude), solar time, and date for the par-
ticular location. In this work, the data were taken for the 
location of Surat city, India, which comes under tropical 
climate type: Latitude=21.1702⁰ N, Longitude=72.8311⁰ E. 
The lower and upper limits of solar tilt angles are [0⁰, 90⁰], 
and for solar azimuth angles are [-110⁰, 110⁰] over a day 
from 7 AM to 5 PM. By implementing the parameters men-
tioned above into the optimization algorithms for Winter 
Days, nth =350, Summer Days, nth =136, and spring Days, nth 

= 58 to determine the total solar radiation at optimum tilt 
angle and solar azimuth angle for a dual-axis solar tracker. 
The optimization results show the total solar radiation vari-
ation for optimum tilt and azimuth angles throughout the 
day. The total solar radiation exhibits a progressive increase 
until reaching its peak at noon, followed by a fall from 7 

AM to 5 PM when the optimal tilt and azimuth angles are 
employed. The study examines the variability of total solar 
radiation and determines the optimal tilt-azimuth angles 
for different algorithms.

Figure 6 (a) represents the result of the optimum azi-
muth angle on winter days (nth = 350 days of the year), 
which vary between -110⁰ to 110⁰ with the different times 
from sunrise to sunset. The azimuth angle is negative azi-
muth angle before noon, zero at noon, and positive azi-
muth angle in the afternoon. Figure 6 (b) represents the 
result of the optimum tilt angle, which is determined by 
the above-proposed algorithm for the winter days (nth =350 
days of the year). The tilt angle varies between [0⁰, 90⁰], and 
the tilt angle minimum at the noon position. Figure 6 (c) 
shows the result of optimum solar radiation for the winter 
days (i.e., nth =350 days of the year) by the above optimiza-
tion algorithms. The maximum solar radiation for the dual-
axis tracking system was obtained at different optimum 
tilt angles and azimuth angles. In addition, the amount of 

(a)
 

(b)

(c)

Figure 7. Comparative results of electrical power for spring day (58th), summer days (136th), and winter day (350th) of 
Surat city (coordinates: 21.1702⁰ N, 72.8311⁰ E), determined by various algorithms and measured.
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electrical energy that is contained within the PV panel was 
evaluated and depicted in Figure 7. This was determined 
using calculations based on a polycrystalline PV panel with 
an active area of 15.32 m2 and a total efficiency of 12 %. 

Figure 8 (a) represents the optimized value of azimuth 
angle throughout the day on a typical summer day in Surat 
City. It can be seen that the results obtained for DE, GA, 
TLBO, JAYA, and Rao-3 algorithms are almost same. The 
variation in tilt angles are given in Figure 8 (b), the curves 
are forming a valley shaped structure with the peakpeak 
value given by different algrithm. Figure 8 (c), as shown 
above, represents the maximum tracked total solar radia-
tion for the dual axis tracker obtained at optimum azimuth 
and tilt angle, as shown in Figure 7 (a) and Figure 7 (b), 
respectively, determined by the use of optimization algo-
rithms from 7 AM to 5 PM. At the optimized angles, the 
variation of solar radiation throughout the day is shown in 
Figure 7 (c). Further, the electrical energy in the PV panel 
was evaluated, as shown in Figure 9. This was calculated 
for a polycrystalline PV panel with an active area and total 
efficiency of 15.32 m2 and 12%, respectively.

Figure 9 (c) represents the result for the maximum solar 
radiation obtained at optimum tilt and azimuth angle as 
shown in Figure 9 (a) and (b), respectively, at Surat city 
coordinates 21.1702⁰ N, 72.8311⁰ E for the 136th day of 
the year. The results of total solar radiation obtained by 
the proposed method compared with the result obtained 
by measured data by pyranometer, which is more than the 
measured data. Further calculations for the PV panel’s elec-
trical output, as depicted in Figure 7, were made using a 
polycrystalline PV panel with an active surface area of 15.32 
m2 and a total efficiency of η = 0.12 (including the PV panel, 
dc/dc converters, and inverter). 

The electrical energy calculation was based on total 
solar radiation for a 2.5 kW photovoltaic (polycrystalline 
silicon PV) system with an active surface area of 15.32 m2. 
The total measured efficiency, which contains the efficiency 
for solar photovoltaic (PV) panels, dc/dc converters, and 
MPPT inverters, is η = 0.12 [17]. The results show that the 
dual-axis solar tracker gives additional output power than 
the measured.

The Electrical power for the tracked system at Surat city, 
India, for spring days, summer days, and winter days for dif-
ferent algorithms are as under: For spring days, the electrical 
power generation by different optimization algorithms are 
as follows: TLBO-13.4953 kWh, JAYA-13.4664 kWh, Rao-
3-13.4805 kWh, DE-13.5539 kWh, and GA-13.5437 kWh. 
These results demonstrate notable enhancements com-
pared to the electrical output of the measured fixed system, 
which stands at 9.3150 kWh. For summer days, the electri-
cal power generation by different optimization algorithms 
are as follows: TLBO-16.1713 kWh, JAYA-16.1436 kWh, 
Rao-3-16.1125 kWh, DE-16.2079 kWh, and GA-16.1969 
kWh. These results demonstrate notable enhancements 
compared to the electrical output of the measured fixed 
system, which stands at 13.2610 kWh. For winter days, 
the electrical power generation by different optimization 
algorithms are as follows: TLBO-9.4490 kWh, JAYA-9.4071 
kWh, Rao-3-9.5174 kWh, DE-9.4881 kWh, and GA-9.4846 
kWh. These results demonstrate notable enhancements 
compared to the electrical output of the measured fixed 
system, which stands at 4.3852 kWh.

The optimization algorithms are compared with that 
of Seme et al. 2011 [9, 10]. The results are obtained for 
Slovenia, Maribor (46⁰33'N, and 15⁰39'E), as shown in 
Figure 10, and was found to be in good agreement. It is now 

Figure 8. Results for spring Day, nth=58, at Surat city: (a) Optimum Azimuth angle β v/s time, (a) Optimum tilt angle β v/s 
time, and (c) Total solar radiation determined by proposed algorithms and Pyranometer.
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(a) (b)

(c)

Figure 9. Results for summer day, nth=136, at Surat city: (a) Optimum tilt angle β v/s time, (b) Optimum Azimuth angle β 
v/s time, (c) Total solar radiation determined by proposed algorithms and Pyranometer.
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Figure 10. comparative results for summer days, nth=199: The solar radiation for the city Maribor, Slovenia (coordinates: 
46° 33’ N & 15° 39’ E), track measured and fixed measured with the calculated tracked and fixed system (at a constant 
angle, β=24⁰) determined by various algorithms.
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shown that the dual-axis solar tracker gives additional out-
put power than the fixed system. 

CONCLUSION

The present study was to optimise solar radiation 
absorption by photovoltaic (PV) modules in order to 
increase the amount of energy derived from sunlight reach-
ing their surface. A non-linear and bounded optimisation 
problem is utilised to assess the optimal paths of tilt angle 
and sun azimuth angle. Following are the conclusions that 
may be drawn from this work:
•	 The objective function is in the form of an explicit func-

tion that is not known. Optimization method like the 
TLBO algorithm, JAYA algorithm, Rao-3 algorithm, DE 
algorithm, and GA algorithm have been utilised for the 
purpose of assessing the objective function. The elec-
trical power increment achieved by various proposed 
algorithms, such as TLBO Algorithm, JAYA Algorithm, 
Rao-3 Algorithm, Differential Evolution Algorithm, 
and Genetic Algorithm, in comparison to a measured 
fixed system, demonstrated significant enhancements 
in power generation. 

•	 The optimization results for different algorithms show 
that the output electrical power with the dual-axis 
tracker is more than that of the fixed system. 

•	 The Electrical power for the tracked system at Surat 
city, India, for spring days, summer days, and winter 
days for different algorithms are as follows. For spring 
days, the electrical power generation by different opti-
mization algorithms are TLBO-13.4953 kWh, JAYA-
13.4664 kWh, Rao-3-13.4805 kWh, DE-13.5539 kWh, 
GA-13.5437 kWh, and measured fixed system-9.3150 
kWh. 

•	 For summer days, the electrical power generation by 
different optimization algorithms are as follows: TLBO-
16.1713 kWh, JAYA-16.1436 kWh, Rao-3-16.1125 kWh, 
DE-16.2079 kWh, and GA-16.1969 kWh, and measured 
fixed system-13.2610 kWh. 

•	 For winter days, the electrical power generation by dif-
ferent optimization algorithms are as follows: TLBO-
9.4490 kWh, JAYA-9.4071 kWh, Rao-3-9.5174 kWh, 
DE-9.4881 kWh, and GA-9.4846 kWh, and measured 
fixed system-4.3852 kWh. 

•	 The results obtained through the algorithms were 
compared with the experimental results from the lit-
erature for Maribor, Slovenia, and found to be in good 
agreement.

•	 The optimization algorithm based dual axis tracker 
greatly improves the solar energy trapped for industrial 
applications like drying, hot water generation, building 
heating, and power generation. 

•	 The integration of Internet of Things (IoT) with a dual-
axis solar tracker further helps in large solar farms so 
that they can be remotely monitored, diagnosed, and 
operated.

NOMENCLATURE

β	 Tilt angle
γ	 Azimuth angle
α	 Altitude angle
ρ	 Ground reflectance factor
i	 Incidence angle
δs	 Solar declination angle
ωs	 Solar hour angle
[t1, t2]	 Time interval
N	 Population size
I	 Solar radiation
l	 Sunbeam path length
K	 Clearness indices
I₀	 Solar constant (1367 w/m2)
L	 Latitude angle
T	 Solar time
Epv	 Electrical energy by PV system
ηpv	 Efficiency of PV panel
Apv	 Surface area of PV panel

Subscript
Max	 Maximum
Meas	 Measured
Min	 Minimum
n	 nth day of the year

Abbreviation
TLBO	Teaching Learning Based Optimization
GA	 Genetic Algorithm
DE	 Differential Evolution
PV	 Photovoltaic
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