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ABSTRACT

Truck drivers’ involvement in road traffic accidents increases the accident’s severity. Predict-
ing and identifying the significant parameters responsible for truck drivers’ involvement in 
accidents is one of the sustainable measures in reducing accident severity. The study compares 
the performance of three machine learning models (Naïve Bayes, support vector machine, 
and K-nearest neighbor) for the prediction of truck drivers’ involvement in an injury accident 
using 248 datasets obtained through questionnaire survey. The models’ input includes driver’s 
demographics (age, education), involvement in an injury accident, distance traveled in a week, 
driving experience, type of truck driving, presence of co-driver, sleeping on the wheel, and 
average daily driving hours. The models were evaluated using accuracy, F1-score, and AUC 
parameters. The Naïve Bayes model outperformed both the K-NN and SVM models by almost 
10.5% and 6.9%, respectively. The Naïve Bayes model classifies the injury accidents with a 
moderate accuracy with kappa value of 0.4748 higher than K-NN (0.2628) and SVM (03390). 
Three different algorithms were also used to rank the relevance of the parameters in increas-
ing the severity of truck-involved accidents. The study shows sleeping on wheels and distance 
traveled per week are the most significant factors contributing to truck drivers’ involvement in 
injury accidents. Gender, age, and driving hours were found to be the least influencing factors.
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INTRODUCTION

Road traffic accidents claim millions of lives every year. 
According to a World Health Organization report, a road 
traffic accident is responsible for the death of 1.35 million 
people globally each year and injuring another 50 million 
people [1]. Thus, road accident has now become one of the 
prevalent determinants of death. About 518 billion dollars 
are lost annually as a result of such accidents. Consequently, 

several people become disable, losing their body parts 
[2]. Motor vehicle traffic fatalities are an important public 
health problem in both developed and developing coun-
tries [3]. Nigeria, like many other developing countries, has 
a large number of people killed as a result of road traffic 
accidents. A total of 13,656 cases of traffic accidents involv-
ing 89,143 people and 21,407 vehicles were recorded in the 
year 2022. Out of the total vehicles involved in the traffic 
4,417 are trucks (trailers, tanker, luxurious bus, trucks) [4].

https://sigma.yildiz.edu.tr
https://orcid.org/0000-0001-7862-6183
http://creativecommons.org/licenses/by-nc/4.0/


Sigma J Eng Nat Sci, Vol. 43, No. 3, pp. 808−815, June, 2025 809

Accidents involving trucks are mostly associated with 
higher severity. A significant proportion of truck involved 
accidents are either injury or fatal accidents with truck 
drivers been at fault in more than 80% of the cases [5]. The 
probability of truck driver involvement in a fatal accident 
is higher than that of other drivers due to the heavy weight 
they carry that makes braking time longer. The fatality and 
property damage in truck related accidents surpassed that 
of non-truck related accidents as reported in several stud-
ies [6]. 45% of truck drivers in Tanzania were reported to 
have been involved in fatal accident with 40% of the drivers 
been involved in at least minor-traffic accident [7]. Studies 
found truck type, experience, driving hours and driving 
time as the most significant parameters affecting truck 
drivers’ involvement in injury accidents [8]. Other param-
eters influencing truck divers’ involvement in accidents are 
fatigue, distance travelled, and age [6]. Payment method, 
scheduling practice employment type, drivers training was 
also identified as factors influencing truck drivers’ involve-
ment in injury accidents [9]. 

Road traffic accident prediction models are essential 
tools for providing safer roads by identifying the causative 
factors and offering measures for improvement. Several 
regression and empirical models have been developed 
over the years but face many limitations, such as poor 
prediction accuracy due to the complex nature of traffic 
accidents [10]. The models try to understand the factors 
associated with accident occurrence by developing sta-
tistical relationships correlating various risk factors with 
the number of accidents occurring on a road section over 
some time. Accident prevention models are usually used 
to monitor the effectiveness of different road safety poli-
cies introduced to minimize accident occurrences. They 
also give transportation planners and engineers an idea to 
determine new approaches and strategies for road safety 
[11]. Therefore, a dependable model for accident pre-
diction is essential for providing safer roads. [12] com-
pared the performance of the ANN model and classical 
linear regression in predicting the severity of road traf-
fic accidents in Nigeria. The ANN model outperformed 
the regression model by 18.7% and 2.5%, respectively, 
for fatality and injury models. [13] compared the perfor-
mance of two statistical and four machine learning tech-
niques. The machine learning techniques outperformed 
the statistical models in predicting the accident severity 
with random forest having the highest accuracy of 53.9%. 
A hybrid machine learning model for the classification 
of injury accident was developed by integrating Boruta 
algorithm into four machine learning techniques (ran-
dom forest, naïve Bayes, K-Nearest Neighbor and binary 
logistic regression). The extreme gradient boosting model 
(XGBoost) performed better than all the four machine 
learning techniques with an accuracy of 82.1% and AUC-
ROC value of 88% [14]. The performance of XGBoost 
model for the prediction of traffic accident was com-
pared with other machine learning techniques (random 

forest, decision tree and logistic regression). The XGBoost 
demonstrated higher prediction capability with an overall 
accuracy of 0.93% and kappa value of 87% [15]. [16] used 
fuzzy logic, entropy approach and integration cluster for 
the analysis of different blackspots using traffic accidents 
data of Denizli city. Traffic characteristics, average speed 
and geometry were found to be the major contributing 
accident factors in the area. Classical k-means and fuzzy 
c-means clustering techniques were used for the analysis 
of traffic accident in Turkey. It was found that province 
in rural areas were characterized with higher fatal and 
injury accidents [17]. [18] analyzed accident blackspots 
using k-means and fuzzy clustering method. The machine 
learning approach proved to provide good results in anal-
ysis of road traffic accidents. 

The suitability of machine learning techniques in han-
dling complex problems makes them appropriate for pre-
dicting truck drivers’ involvement in injury accidents. Since 
there is no single machine learning model generally accepted 
to suit all accident prediction problems. This study employs 
and compares the performance of three machine learning 
techniques, Naïve Bayes (NVB), Support Vector Regression 
(SVR), and K-nearest neighbor (KNN), for modeling truck 
drivers’ involvement in injury accidents. This way, the most 
appropriate model for the study area could be determined. 
The study investigates the parameters responsible for truck 
drivers’ involvement in injury accidents.

MATERIALS AND METHODS

Data
The data used in the study was obtained through a ques-

tionnaire survey conducted in Kano State Nigeria. A total 
of 248 truck drivers were interviewed on their involvement 
in injury accidents based on some driver’s behaviors. The 
questions were asked through the short-structured ques-
tionnaire that includes the driver’s demographics (age, 
education), involvement in an injury accident, distance 
traveled in a week (Km), driving experience, type of truck 
driving, presence of co-driver, sleeping on the wheel, and 
average daily driving hours. The drivers were randomly 
selected from Tipper garages, trailer parks, Nigerian 
National Petroleum Corporation depot, major markets in 
the state and the Luxurious Bus Park at Sarkin Yaki road. 
A summary of the survey is presented in Table 1. Half of 
the drivers interviewed (52.8%) were involved in an injury 
accident at least once in their career. Drivers driving an 
average of 5-9 hours were more involved in injury accidents 
(41%) than those with more and lesser driving hours. 44% 
of the drivers in injury accidents traveled over 4,000km 
weekly. Tanker drivers were also found to be more involved 
in accidents (51.1%) than other truck drivers. Almost half 
of the drivers had secondary school education with only 
1.6% having degrees.
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Machine Learning Techniques

Naïve bayes 
Naive Bayes is a probabilistic approach used for mod-

elling classification issues, particularly text classification. 
It’s formulated on the assumption that the individual vari-
ables used for classification are independent, contrary to 

real-world problems. It is built on the Naïve theorem, which 
reveals the chance of an event established on the erudition 
of the circumstances that might have been associated with it 
in the past [19]. The idea behind the Naïve Bayes algorithm 
is the posterior probability of a data instance ti in a class cj of 
the data model. The posterior probability P(ti|cj) is the pos-
sibility of that ti can be labeled cj. P(ti|cj) can be computed 

Table 1. Summary of questionnaire survey

Variables Label % Respondents % Involved in injury accident
Involvement in an accident (Y) Yes 52.82

No 47.18
Age (X1) 18 To 25 18.55 20.61

26 To 30 23.39 20.61
31 To 35 25.40 25.19
36 To 40 24.19 22.14
>40 8.47 11.45

Education (X2) Informal Education 22.98 20.61
Primary 24.19 19.08
Secondary 46.77 53.44
Diploma 4.44 5.34
Degree 1.61 1.53

License (X3) No 18.55 12.98
Yes 81.45 87.02

Driving Experience (X4) 0 To 5 30.65 29.77
6 To 10 33.47 29.01
11 To 15 22.18 21.37
16 To 20 7.66 11.45
>20 6.05 8.40

Average distance/week (X5) <2000km 27.42 22.90
2000-4000km 42.34 32.83
>4000km 30.24 44.27

Average Driving Hours/day (X5) < 5hrs 35.48 35.88
5-9hrs 37.50 41.22
>9hrs 27.01 22.90

Number of Days Driving/Week (X6) ≤ 3 Days 9.68 6.87
3-4 Days 30.65 22.90
≥ 5 Days 59.68 70.99

Type of Vehicle (X7) Tanker 40.73 51.15
Tipper 22.98 16.79
Trailer 25.81 22.14
Luxurious Bus 10.48 9.92

Sleep on Wheel (X8) No 66.13 49.62
Yes 33.87 50.38

Sleeping Hours (X9) ≤3hrs 13.31 13.74
4hrs 24.60 28.24
≥6hrs 62.10 58.02

Co-Driver (X10) No 25.40 11.45
Yes 74.60 88.55
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by multiplying all probabilities of all attributes of the data 
instance in the data model:

	 	
(1)

where p represents the number of elements in each data 
instance. The posterior probability for all classes is deter-
mined, and the class with the maximum probability will be 
the instance’s label.

SVM algorithm
Support vector machine (SVM) is one of the most 

dominant ML algorithms due to its robustness in handling 
data uncertainty [20]. The approach is usually employed to 
establish the optimal decision boundary (hyperplane) sep-
arating different data sets. SVM seeks to identify the ideal 
hyperplane by maximizing the distance (known as the mar-
gin) between these data clusters [21]. In SVM, the margin 
signifies the separation between the nearest data points, 
also referred to as support vectors, and the hyperplane 
itself. Consequently, the primary objective in SVM is to 
locate the hyperplane that offers the most significant mar-
gin value, as this effectively reduces classification errors. 
The proposed SVM algorithm of the study is implemented 
using equation 2. 

	 	 (2)

Where w is the weight vector of the orthogonal hyper-
plane, x represents the input in the dataset, and b is the 
bisector, and denote the dataset’s null set. The study’s pro-
posed SVM algorithm is presented in Figure 1.

K-nearest neighbor (K-NN)
The K-NN is clear-cut, effectual, and straightforward 

technique used by researchers for modelling both regres-
sion and classification problems [22]. Some of the benefits 
of the K-NN techniques includes but not limited to its non-
complicated nature that makes it easy to apply and com-
prehend. The K-NN technique was known for its strong 
ability in providing robust performance for both regression 
and classification. The only parameter that is tuned in the 
K-NN modelling is the K-parameter. The K-parameter is 
essential for obtaining good result using the K-NN model. 
The main principle of the technique is to pinpoint a group 
of “k” samples in the calibration data which are statistically 
similar to the nonentity samples. Cluster search is one of the 
best ways of finding the indefinite samples. The nonentity 
samples could also be obtained by averaging the response 
and contrasting it with to “k” samples K-NN used simple 
[23]. The three distance functions that determine the dis-
tance between neighboring points, as shown in Equations 
(3)–(5), were used for the regression problem:

	 	
(3)

	 	 (4)

	 	 (5)

Whereas F(e) indicates Euclidean function, F(ma) indi-
cates Manhattan function, F(mi) is Minkowski function, 

Figure 1. Flow diagram of the SVM algorithm.
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xi and yi are ith dimensions, and q represents the order 
between the points x and y.

Performance Evaluation
The performance of the classifiers was evaluated using 

Four different metrics. The evaluation metric used are accu-
racy, F-1 factor, AUC-value and kappa value. The most com-
mon used metric for evaluating the overall performance of 
classifiers is the overall accuracy. However, the metric could 
be deceptive especially when the data is inclined to either 
true or false. This is owing to the fact that the majority class 
will outweigh and overshadow the minority class due to 
the data imbalance [24]. Kappa value could be defined as 
the amount of precision in the data due to the congruence 
amongst the data collectors. It is a form of standardized 
correlation coefficient, ranging from-1 to +1 that is gener-
ally used to determine for testing interclass reliability. An 
ideal fit between the actual and estimated data will have a 
kappa value of 1. The kappa-value can be used for interpre-
tation the efficiency of the classifier. Mild classifiers have 
values between 0.01 and 0.2, regular classifiers have a value 
of 0.21-0.4, moderate classifiers have kappa value ranging 
from 0.41-0.60, 0.61-0.80 represent a substantial classifier 
and 0.81–1.00 are considered almost perfect [15]. The area 
under the curve (AUC) value of classifiers ranges between 
1 and 0.5. It is obtained from the receiver operating char-
acteristics (ROC) curve. A perfect model contains an AUC 
value of 1, while a model that cannot differentiate between 
true and false data will have an AUC value of less than 0.5. 
The optimum value will have an AUC value closer to 1 [25].
The equations for obtaining the models performance are:

	 	 (6)

	 	 (7)

	 	 (8)

	 	 (9)

	 	
(10)

In which, TP is recorded when the model correctly clas-
sifies the fatal accidents as fatal accident, FP is recorded 
when the models incorrectly identify Injury accident as 
Fatal. FN is when the model incorrectly classifies a Fatal 
accident as Injury accident and TN is when the model cor-
rectly classifies correctly an injury accident.

RESULTS AND DISCUSSION

Feature Selection
Feature selection is an essential aspect of machine learn-

ing modelling be it regression or classification model. One 
of the major advantages of the feature selection process is 
that, it reduces the complexity of the model by removing 
redundant parameters. Reducing the model’s complexity 
help improves the model’s performance and reduces the 
computational cost and time. For ensuring that appropri-
ate parameters were selected for the modelling, several 
feature selection algorithms (maximum relevance mini-
mum redundancy, ANOVA, Chi-square) were applied in 
this study. The results show sleeping on wheels, presence 
of co-driver, the average distance traveled in a week, type 
of vehicle, driver’s license, and driving experience as the 
major parameters influencing truck drivers’ involvement 
in injury accidents. Sleepiness and long hours of driving 
increase fatigue, hence resulting in sleeping at the wheel, 
and when asleep, the driver loses his conscience, which 

Table 2. Ranking of features

Parameter Ranking

Kruskal Wallis Chi-square ANOVA MRMR
Sleep on Wheel 1 1 1 1
Co-Driver 2 2 2 3
Average distance/week 3 3 3 7
Type of Vehicle 4 4 4 9
License 5 5 5 5
Education 6 7 7 6
Driving Experience 7 6 6 2
Number of Days Driving/Week 8 11 8 8
Sleeping Hours 9 8 9 4
Average Driving Hours/day 10 8 10 11
Age 11 9 11 10
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will result in an accident. The findings of this study cor-
roborate the findings by [8] and [6], where distance trav-
eled and driving experience vehicle type were identified 
as the factors responsible for truck drivers’ involvement in 
injury accidents. This is because those with higher mile-
age are more exposed to danger than those with lower 
mileage. Surprisingly, the presence of co-drivers, which is 
aimed at reducing fatigue and minimizing involvement in 
accidents, was ranked among the positive parameters influ-
encing truck drivers’ involvement in traffic accidents. This 
is understandable since most of the co-drivers of the truck 
drivers are novices with little or no experience learning to 
drive the trucks; hence, they could end up in an injury acci-
dent. In addition, most co-drivers are young less than 30 
years of age. Duke et al. studied age-related safety of truck 
drivers and found young drivers (< 27 years) and old drivers 
(>63) to be involved in accidents than middle-aged drivers. 

Classification Models
Three machine-learning techniques were employed to 

classify the accident severity in this study. Several models 

were developed through the Bayesian search optimization 
algorithm using each modeling technique, but only the opti-
mum models were reported in this study. The performance 
of the models was evaluated using four evaluation metrics. 
The modeling results are presented in Table 3. From the 
result, it can be seen that the NVB models perform better 
than the other two machine learning techniques in terms of 
accuracy, F1-score, AUC, and Kappa values. The NVB out-
stripped the SVM and K-NN models by 6.9% and 10.5%, 
respectively, in the validation phase. The kappa values 
obtained which indicates show that K-NN and SVM have 
regular classifiers with kappa values between 0.2 and 0.4, 

Figure 2. ROC curve a) NVB b) SVM c) K-NN.

Table 3. Modelling results at the validation phase

Model Accuracy (%) F1-score AUC Kappa
K-NN 63.3 0.6061 0.6312 0.2628
SVM 66.9 0.6611 0.7352 0.3390
NVB 73.8 0.7257 0.7874 0.4748
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while NVB models have moderate performance (0.4748), 
indicating higher classification ability of NVB over both 
K-NN and SVM. The F1-score, considered one of the most 
influential metrics measures for classification models as it 
represents the harmonic mean of recall and precision, also 
indicates better classification ability of the NVB model. The 
ROC curve of the models is presented in Figure 2. The AUC 
values were deduced from the ROC curve. The AUC value 
of classifiers ranges between 1 and 0.5. A perfect model has 
an AUC value of 1, while a model that could not differen-
tiate between true and false data will have an AUC value of 
less than 0.5. The optimum value will have an AUC value 
closer to 1 [25]. All three models have AUC values greater 
than 0.5, with NVB having an AUC value of 0.7874. The 
AUC values show that the three models could classify the 
accident severity, with NVB being the best classifier. 

Finally, the performance of the classifiers was com-
pared with some studies in the literature using the overall 
accuracy and AUC measure. [26] modelled the severity of 
truck accident using logistic regression model, the logis-
tic regression model classifies the accident severity with 
an accuracy of 70.9%. [27] achieved an AUC value of 76% 
using machine learning techniques for predicting driving 
risk among commercial truck drivers. RF, decision tree, 
and Instance-Based learning with parameter k model the 
severity of injury in a motorcycle crash with an accuracy of 
73.91%, 73.64%, and 73.71%, respectively [28]. [13] com-
pared the performance of two statistical and four machine 
learning techniques. The machine learning techniques out-
performed the statistical models in predicting the accident 
severity with random forest having the highest accuracy 
of 53.9%. The NVB in the present study classifies the acci-
dents severity with a higher accuracy and could hence be 
used as a decision-making tool by stakeholders.

CONCLUSION

A questionnaire survey was used to study the truck driv-
er’s involvement in an injury accident in Kano state, Nigeria. 
From the study, it can be seen that 100% of the truck drivers 
in the state are male, and 52.8% of the drivers were involved in 
injury accidents, making gender a non-significant factor for 
truck drivers’ involvement in injury accidents. Sleeping on 
wheels, presence of co-driver, the average distance traveled 
in a week, type of vehicle, driver’s license, and driving expe-
rience are the major factors responsible for drivers’ involve-
ment in an injury accident in the study area. The NVB model 
was the most suitable machine learning model for predicting 
the severity of truck-involved accidents in the state, surpass-
ing the K-NN and SVM models. The NVB model could be 
used by the stakeholders as a tool for decision-making. The 
major limitation of the study was the use of the questionnaire 
survey due to the absence of detailed data from the relevant 
road safety agencies. Further studies could incorporate more 
parameters and employ other machine modeling techniques, 
such as random forests and decision trees. 
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