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ABSTRACT

Earthquakes are seen to be complex phenomena when their occurrence reasons are investi-
gated. Factors such as the presence of a fault line and between earthquake relationships like 
foreshocks, mainshocks, and aftershocks may be considered as some of the sources for this 
complexity. Estimating the earthquake risk and modeling the earthquake intensities over a 
region is vital in minimizing future tangible and intangible losses. The principle aim of this 
study is to examine the clusters and seismicity of moderate to major earthquake occurrences 
in the North Anatolian Fault Zone (NAFZ). For this purpose, a rectangular region including 
the NAFZ is selected as a study region to analyze the earthquake patterns. Attributes of mod-
erate to major earthquakes with a magnitude higher than 5, which are listed regarding time 
interval and space domain in the earthquake catalog, are visualized owing to exploratory data 
analysis techniques. Spatial patterns for the earthquakes are revealed, and simulations of the 
earthquakes are realized using spatial processes within the specified time and space domain. 
Intensity changes and related earthquake risks are disclosed. The western part of the region 
is classified as having a higher risk for future earthquakes because of having higher previous 
earthquake and magnitude intensities.

Cite this article as: İçöz C, Peker KÖ. Spatial analysis of earthquakes in and around the north-
ern Anatolian Fault Zone. Sigma J Eng Nat Sci 2024;42(6):1813−1825.
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INTRODUCTION

The reach for spatial data is getting more accessible 
with the advancements in technology and GIS (Geographic 
Information Systems). Cressie [1] proposed a still valid 
classification for spatial data according to study region (or 
domain) properties. According to this classification, spatial 
data can be grouped into geostatistical data, spatial point 
patterns, and lattice data. This classification is essential for 
the right choice of analysis according to data type.

Earthquakes according to the domain properties fit into 
the class of spatial point patterns as spatial data. In spa-
tial point pattern terminology, these incidences are noted 
as events to discriminate the other arbitrary points in the 
study region. There is no restricted region for earthquake 
occurrences, and earthquake epicenters can be discrimi-
nated from random points in the area. The main difference 
in spatial point patterns compared to other types of spatial 
data is the randomness of the domain. 
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https://orcid.org/0000-0002-0219-1088
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Al- Ahmadi et al. [2] used global and local spatial point 
pattern techniques to detect clusters of seismicity of the 
earthquake occurrences in the Red Sea for the period 1900-
2009 according to the specific magnitude ranges. They also 
produced spatial versions of the central tendency and dis-
persion measures according to ranges of magnitudes for the 
selected time and space domains. 

Öztürk [3] analyzed characteristics of seismic activ-
ity along the North Anatolian Fault Zone between 1970 
and 2010 using several numbers of statistical parameters 
such as namely size-scaling parameters (such as the slope 
of recurrence curve b-value), seismic quiescence Z-value, 
the temporal and spatial distribution of earthquakes with 
the characteristic of fractal correlation dimension, Dc, as 
well as the histograms of temporal, spatial and magnitude 
distributions.

Akol and Bekler [4] applied a probabilistic haz-
ard analysis to earthquakes with magnitude M.C ≥ 3.0 
occurred in the region of NW Turkey covering Gelibolu 
and Biga Peninsulas period between 1912 and 2007. The 
region is divided into four subduction zones regarding 
seismotectonic properties. Sayil [5] estimated the recur-
rence intervals for large earthquakes at 7 different zones 
in the Marmara region limited with coordinates of 39°- 
42°N, 25°- 32°E. Coban and Sayil [6] modeled earthquake 
hazard by using 3 different probability model along the 
North and East Anatolian fault zones. Sayil [7], used sta-
tistical approaches using a data consist of a historical and 
instrumental period in six sub-regions of Marmara region. 
Earthquake recurrences were obtained by using Poisson 
statistical distribution models meanwhile Gutenberg-
Richter relationship were employed to determine the seis-
mic hazard parameters. 

Turkey has long been suffered from devastating earth-
quakes and has active fault zones like North Anatolian 
Fault Zone (NAFZ). The NAFZ is the most important one 
amongst them, extending approximately 1200 km from the 
east through the country’s west coast. It was described in 
the late 1940s, and it became one of the best-studied strike-
slip fault zones on Earth [8-9] In addition, it has got one of 

the most seismologically active faults in the world with a 
broad-arc shape [10-11].

The most recent major earthquakes that occurred 
over the region were İzmit (Ms=7.8) and Düzce (Ms =7.2) 
earthquakes of 17 August and 12 November 1999 respec-
tively that they caused enormous economic loss and 
death of many residents around the region. Nowadays, 
a major earthquake is expected in the western region of 
the NAFZ through the Marmara-Sea, which may affect 
one of the most populated metropolitans of the world’s 
İstanbul.

Bohnhoff et al. [10] compiled and examined the histor-
ical earthquake catalogs by dividing the NAFZ into three 
sub-regions. They found out that the expected earthquake 
in the Marmara- Sea region would not exceed 7.5, most 
probably according to their work on historical earthquake 
catalogs (maximum observed event magnitudes) and other 
structural analysis and parameters.

Study region including the NAFZ is selected from the 
database with longitudes 26°- 40°E and latitudes 39.5°- 
41.5°N. Study region and North Anatolian Fault Zone with 
faults and deformations are given in Figure 1.

Recent spatial analysis of seismicity is required for 
NAFZ, especially from major earthquakes since there is 
an expectancy of a major earthquake near Istanbul. This 
study examines the characteristics of moderate to major 
earthquakes in the NAFZ. Clusters of moderate to high 
magnitude earthquakes are obtained. The higher intensity 
and lower intensity regions of the NAFZ is determined 
using kernel density estimation methods. The earthquake 
simulations according to past earthquake intensities are 
performed to predict possible patterns of earthquake 
occurrences. The spatial point pattern type of the earth-
quake point pattern is revealed. This study region can be 
divided into sub-regions for the detailed application of 
earthquake simulations. This might change the spatial 
point pattern type, which can be different from our region 
choice.

Figure 1. North Anatolian Fault zone along with the rectangular study region (modified from Bohnhoff et al. [9], with 
permission from Elsevier).
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SPATIAL POINT PATTERNS AND PROCESSES

Stochastic mechanisms underlying a spatial point 
pattern are described as a spatial point process. A spatial 
point pattern realizes a process in two-dimensional space 

, while D is a random domain and Z(s) 
is the attribute value-dependent to location s. Spatial point 
patterns are classified into three groups: Complete Spatial 
Random (CSR) patterns, Regular patterns, and Clustered 
patterns. Shabenberger and Gotway [12] describe CSR with 
two important conditions satisfied: 
i)	 Intensity λ(s), the average occurrence number of events 

in a unit area must be homogenous over domain D. 
ii)	 Let A1 and A2 be two non-overlapping sub-regions. The 

event numbers in these two sub-regions must be inde-
pendent and fit into a Poisson distribution. 
λ(s), the (first-order) intensity of a spatial point process 

is described as a limit and as a function of s as follows:

	 	
(1)

In equation (1), v(ds) is the area of an infinitesimal disc 
in ℝ2 centered at s. The CSR’s stochastic mechanism is the 
spatial Poisson process (homogenous Poisson process). 

Many point patterns are somehow generated from CSR. 
Events can be independent in the non-overlapping region 
in a study domain; however, they do not satisfy the condi-
tion of having homogenous event numbers in the unit area. 
In some areas of the field, the intensity might be higher, 
whereas in some might be lower. Events might also have 
an interaction with each other. The presence of an event 
might prevent another event occurrence or might cause the 
occurrence of another event. Deviations from CSR patterns 
are clustered and regular patterns [12].

If above condition (i) is not satisfied when condition (ii) 
is satisfied, an inhomogeneous Poisson process is realized. 
The two following properties characterize the inhomoge-
neous Poisson process.

If the conditions of CSR are not satisfied, a clustered 
pattern is considered when there might be some sub-re-
gions of a domain with a higher average event count than 
other sub-regions. There is no homogenous intensity over 
the domain for such patterns. Also, some events can attract 
other events in nearby regions, resulting in a clustering 
pattern.

In the same manner, some events can prevent another 
event from occurring. A regular pattern follows a standard 
scheme. In this pattern, the average distances between an 
event and its nearest neighbor are lower than CSR distances. 

TESTS FOR CSR

There are different types of tests based on point dis-
tances or interactions of points or basic tests like quad-
rat counting based on goodness of fit to check whether a 

pattern fits into CSR or not. In these tests, a test statistic or 
generally function values under the null hypothesis when 
the theoretical pattern is a realization of a homogenous 
Poisson process is compared with the observed pattern’s test 
statistic or functional importance. According to the specific 
function values or test statistic value, the null hypothesis 
will be rejected or fail to be rejected. When an observed 
pattern is found to fit into CSR, it is assumed to realize the 
homogenous Poisson process.

The alternative hypothesis of CSR testing depends 
on the background knowledge about the point pattern, 
which can usually be regularity or clustering [13]. For a 
regular-shaped spatial domain, distributional properties 
of quadrat counts are easy to establish. However, some 
approximations like the closed form of a test statistic and 
its asymptotical properties may not perform well for irreg-
ular-shaped spatial domains because of the rare events in 
quadrats and edge effects. In such circumstances, relying on 
simulation techniques like Monte Carlo tests and simula-
tion envelopes may be the options to test CSR patterns [12].

A Monte Carlo test is a simulation test based on the sim-
ulations from the null hypothesis; for example, a theoretical 
distribution or point process in our case. Monte Carlo tests 
are frequently used in nonparametric statistics, a particu-
lar case of randomization tests [14]. Applications of Monte 
Carlo tests to spatial statistics can be found in Ripley’s stud-
ies. [15-16]

For instance, one generates m independent simulations 
from CSR inside the study domain D and estimates the 
functions for each of the realizations. After evaluating these 
functions, one can obtain the pointwise lower and upper 
envelopes of these simulated functions, which are curves of 
distance-based functions in this case. The null hypothesis 
of CSR is rejected when the point pattern’s estimated func-
tion values remain outside these envelope values [14].

Quadrat Counting Test for CSR
Quadrat testing is one of the simplest and primitive 

tests for evaluating CSR patterns. This test is considered for 
only regular shaped and bounded study domains. Quadrats 
are standard rectangular or squared shapes of equal area. 
Study domain D is split up into non-overlapping quadrats 
row-wise and column-wise with similar areas, and then the 
event numbers for each quadrat are counted. The union of 
these non-overlapping sub-regions must form the study 
domain D. 

The bounded study domain D is partitioned into r rows 
and c columns. Let nij is the number of events in the quad-
rat ij and n- = n/(rc) the expected number of events in each 
quadrat under CSR, while n is the total number of events in 
the study domain D. The chi-square test is given in equa-
tion (1) [12].

	 	
(2)
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This test statistic is a Chi-square test for the goodness 
of fit test of a null hypothesis. The n point is distributed 
uniformly and independently in D. In other words, quad-
rat counts are independent Poisson variates with a typical 
mean CSR pattern. The disadvantage of the test is the heavy 
influence of the subjective choice of the quadrat size.

G Function (nearest neighbor distances) 
Nearest neighbor distance analysis examines the most 

relative event distances for each event in a study domain. 
In a closest neighbor-based test of CSR pattern, the theo-
retical most relative neighbor distances of CSR pattern are 
compared with the observed patterns nearest neighbor dis-
tances [17].

The empirical distribution function of G is given below 
for n events when ri denotes a distance from an event to its 
nearest neighbor event in D. 

	 	 (3)

It is the indicator function; the summation counts the 
number of nearest neighbor distances for all events when 
the condition ri ≤ r holds and r is an arbitrary distance 
in equation (3). The empirical nearest neighbor function 
Ĝ(r) is interpreted as the probability of an observed near-
est neighbor of a point appearing at any given distance r. 
Therefore, it is used as a function that determines the level 
of clustering or regularity [17].

One important thing to consider is the edge effects 
when applying tests based on distances. There could be 
the nearest neighbor outside our study domain D, causing 
biased nearest neighbor distances near the domain’s bound-
ary. Therefore applying edge effects are important [17-18].

The distribution function under CSR is given below 
when edge effects are ignored:

	 	 (4)

Here λ is intensity while N(D) is several events in D and 
v(D) is the area of D. Under CSR, the probability of having 
no events for an event is e-(λπr2) if πr2 the area of a disc is cen-
tered on the target event for the searching nearest neighbor 
in the defined disc.

Hence, the nearest neighbor distribution function for 
CSR is given by:

	 	 (5)

Higher values for small r from an empirical distribu-
tion function for a clustered pattern when compared with 
function values under CSR and lower values for a regular 
pattern.

F function (empty space function)
This test is also known as the point to nearest event dis-

tance test. This test measures the distance from the arbi-
trary point to its nearest event in a study domain. 

The empirical distribution function of F is given below 
from sample points (arbitrarily chosen in the region) when 
ri denotes a distance from an arbitrary point to its nearest 
neighbor event in D.

	 	 (6)

In the same manner, ignoring the edge effects under 
CSR, the distribution function for space distances are given 
below:

	 	 (7)

It is expected that for a regular pattern, F̂(r) observed 
empty space distances could be greater than its theoreti-
cal counterpart F(r). On the other hand, values F̂(r) < F(r) 
advocate that the point pattern’s empty space distances are 
shorter than the empty space distances for a Poisson pro-
cess, resulting in a clustered pattern. 

J Function
J function is a mixture of both F and G functions that 

are described below [19]:

	 	 (8)

This equation holds only when r ≥ 0 and F(r) ≠ 1. In the 
case of CSR, F(r) = G(r) is expected so that the value of J(r) = 
1 if G(r) is greater than (r), which means J(r) > 1 then point 
pattern is a clustered pattern, whereas if F(r) is greater than 
G(r) so that J(r) > 1 then point pattern is a clustered pattern.

K Function
The weakness of the F and G functions described before 

is their dependence on nearest neighbor distances for each 
event. Therefore, it can be a major problem, considering 
where nearest neighbor distances are very short relative 
to other distances in the pattern for clustered patterns. K 
functions rely on all distances in a sub-region of a study 
window [16].

Ripley [16] described the K- function as λK(r) is the 
expected number of other points of the process within a 
distance r of a specific point of the process. 

Observed pairwise distances described as  
form a biased sample of pairwise distances in the point pro-
cess, with a bias on the side of smaller distances because 
the maximum distance can be observed the diameter of the 
window for a pairwise distance [14].

The expected number of points for a disc containing a 
typical point of the process is λπr2 when r is the radius of 
the disc and λ is the intensity of the homogenous Poisson 
process. Therefore, it is K(r) = πr2 independent from the 
intensity.

Numerous estimators of K have been proposed. The 
general form of the weighted and renormalized empirical 
distribution functions of pairwise distances is given below, 
where (EU,v,r) is the edge correction weight: 
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	 	 (9)

Likewise, for other functional values, we compare K̂(r)  
with K(r), the theoretical counterpart under the Poisson 
process. If K̂(r) > πr2, then the observed pattern is a clus-
tered one, whereas if  K̂(r) < πr2 is a clustered one.

Intensity Estimation with Kernel Density Functions
Nonparametric smoothing methods are popular 

because of assumption-free properties and the use of orig-
inal data set to estimate the probability distribution func-
tion. One of the most familiar methods of this data for 
univariate density is histograms. Kernel functions are prob-
ability density functions themselves. They must be even 
functions. Moving kernel functions can be used to estimate 
the number of events for an area in the study region instead 
of using fixed grids to determine the number of events in 
quadrat counting.

This method is mostly used to obtain smooth esti-
mates of univariate (or multivariate) probability densities 
from an observed sample of observations [20]. Gatrell [21] 
explained that the estimation of intensity for a spatial point 
pattern resembles estimating bivariate probability density. 

The Gaussian kernel function is given in equation (10) 
and is selected as a kernel function to estimate the intensity 
for this study for the study window:

	 	
(10)

A two-dimensional kernel density estimator with a 
fixed bandwidth is given below in equation (11) [20]:

	 	
(11)

In equation (11), x is the location of any location in the 
study area, the bandwidth of the kernel function K, n is the 

number of earthquakes, and xi is the location of each earth-
quake. The drawback of this method is to find the optimum 
bandwidth (h) to estimate the intensity. There are also 
adapted smoothing methods in which the bandwidth in the 
study region changes according to the low and high density 
of the moving windows for the whole study region. 

APPLICATION

Earthquakes higher than magnitude 5.0 occurred 
between the years 1950 and 2017 were obtained from 
the database of KOERI. (Bogaziçi University, Kandilli 
Observatory and Earthquake Research Institute).

Data is downloaded as an earthquake catalog with sev-
eral variables, including occurrence date and time, mag-
nitude and depth of earthquakes, and spatial information 
of latitudes and longitudes. Declustering algorithms was 
not performed, and the article is presented as a numerical 
example. The biggest earthquake scales were selected for 
the study because all earthquakes in downloaded data was 
measured in a different scale. As we are examining a narrow 
range of magnitudes which are moderate to major earth-
quakes homogeneity of magnitudes would not be a great 
issue. Spatial analyses, basic statistics about earthquakes, 
and earthquake visualizations were performed in core R, 
ssbase, and spatstat and aspace packages [22-26]. In the 
first part of the application section, exploratory data analy-
sis will be mentioned. Spatial point pattern analysis for the 
earthquake pattern will be given in the second part.

Exploratory Data Analysis
To discriminate the magnitude distribution over the 

region, distinct point characters are employed in Figure 2. 
It is clearly seen that from the map in Figure 2, earthquakes 
greater than magnitude 7.0 only occurred in the western 
part of the study region. In addition, it can be inferred that 
the middle part and eastern part of the region is unproduc-
tive about treating moderate to major earthquakes. 

Figure 2. Distribution of earthquake epicenters according to three different magnitude ranges over the selected region.
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In Figure 3, both magnitude and depth distributions are 
given in a map with different color coding and point char-
acters. In this way, it is easy to recognize both features for 
a given earthquake. Most of the earthquakes can be classi-
fied as shallow earthquakes because of the low depth earth-
quake occurrences under 20 km.

In Figure 4, central tendency measures like mean center 
and variability measures like a standard ellipse for earth-
quake point patterns are given. The change in magnitudes 
over the region is low because of both the choice of the data 
and rare frequencies of magnitude 7 higher earthquakes. 
Therefore, the mean center and weighted mean center 
according to magnitudes overlap approximately the cen-
ter of the study region. However, the standard deviational 
ellipse reflects the variability far better than the standard 
distance by taking into consideration both axes separately. 

In Figure 5, the number of earthquake incidences are 
given yearly. The devastating İzmit and Gölcük earthquakes 
triggered another seismicity period of aftershocks in 1999. 
Therefore, there are high event occurrences because of the 
high magnitude events’ aftershock effect

In Figure 6, the depths of earthquakes are given. It can 
be inferred that most of the earthquakes occurred between 
0 and 40 km depths. Hence, they can be classified as shallow 
events from this figure too.

One of the important parameters reflecting this rela-
tionship that is employed by seismologists frequently in 
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Figure 5. Yearly earthquake incidences.

Figure 4. Central tendency and variability measures for earthquake point pattern (ellipse: standard deviational ellipse, 
circle: standard circle, plus: mean center; cross: weighted mean center of earthquake point process).

Figure 3. Distribution of earthquake epicenters according to three different magnitude ranges and four different focal 
depth ranges over the selected region.
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literature is Gutenberg-Richter law, and it is commonly 
expressed as below: 

	 	 (12)

In equation (12): N denotes the number of events with 
magnitude mi greater than some threshold m, and b is the 
log-linear constant which is a determinant of proportional-
ity called the b-value. The constant a is described as a func-
tion of the total number of counts in the sample at m=0 is 
the cumulative structure [25].

A large value of b can be interpreted as more alike events 
in terms of magnitudes are likely, while a small value can be 
interpreted as a larger range of magnitudes. To calculate b 
value, Aki [27] proposed a maximum likelihood approach:

	 	 (13)

where m- is the magnitude average, mmin is the magni-
tude threshold  Δm/2 is a correction for finite binning. 

In addition, Aki [27] described the standard error of 
this estimation as:

	 	 (14)

In Figure 7, histograms of magnitude are given. As it is 
seen clearly, both log frequencies and frequencies decrease 
when the magnitudes are high. A benefit of this representa-
tion is that it gives insight into the right-skewed exponen-
tial relationship about frequency-magnitude distribution. 

The change of b -values within their standard error bars 
according to the different magnitude completeness values 
is given in Figure 8. The b-value is relatively stable approx-
imating to 1 below a cutoff mc = 6.5; the b-value estimate at 
mc = 5 is 0.92 with a standard error of 0:08. 

In Figure 9, a scatter plot of magnitude and depth is 
given with the measured linear correlation coefficient. A 
low positive correlation coefficient (r=0.09) is the indicator 
that there is no relationship between depths and magni-
tudes of moderate to major earthquakes.

In Figure 10, deviations from the mean earthquake 
frequency graph are given. In this graph, earthquake fre-
quencies in a training period are taken into consideration, 
and this period’s earthquake frequency is compared with 

5.0 5.5 6.0 6.5 7.0 7.5 8.0

0
2

4
6

8
10

Mc

b-
va

lu
e 

es
t.

Figure 8. Magnitude cut-off values with associated b- value 
estimations.
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other periods’ earthquake frequencies. It is an example of 
time series graphs called reverse cumulative sum graphs. It 
must be examined left to right direction-wise and increases 
in mean value is a sign of the increase in frequency when 
compared with the training period. On the other hand, the 
decline of the mean value is a sign of a decrease in earth-
quake frequency when compared to the training period. In 
the 600-800 days’ period, the time mean earthquake occur-
rences is less than the occurrences of the training period. 
Meanwhile, mean earthquake occurrences are increasing 
after the earthquakes that occurred in 1999 that started 
with 600th day today 0.

Spatial Point Pattern Analysis
It is an interesting subject whether CSR pattern holds or 

not for earthquakes as a spatial point pattern. The subject of 
having CSR for an earthquake spatial point pattern depends 
on several criteria. Study window, time domain of the study, 
and magnitude range of the earthquakes are some examples 
that can be given for these criteria. Also, earthquake occur-
rence types contribute to this matter. Devastating earth-
quakes may create aftershocks of lower magnitudes may 
provide a clustering scheme in the given study window.

Visually examining some of the distance measures 
defined in the previous sections may give researchers a 
lead about the point pattern type before moving on to the 
statistical tests. In Figure 11, empty space distances of the 
earthquake pattern are given. A high distance from an arbi-
trary point to an event is shown in hot colors, whereas low 
distances are shown in cold colors and are a sign of a neigh-
borhood event close to an arbitrary point. 

The nearest neighbor distances are given in Stienen 
Diagram in Figure 12. In this diagram, each event’s distance 
to a neighbor event is shown as a circle whose diameter 
changes proportionately on each event. Therefore, small 
nearest neighbor distances are illustrated as a point. 

A realization of the homogenous Poisson process in 
the selected study window and the earthquake pattern are 
given together in Figure 13. It is highly important to visu-
ally examine and compare patterns visually before perform-
ing the tests about determining the pattern type of a spatial 
point pattern.

Determination of intensity anomalies in a point pattern 
is one of the most prominent problems in point pattern 

Figure 13. Realization of homogenous Poisson process 
(CSR pattern above) and the earthquake pattern (below).

Figure 12. Stienen Diagram.

Figure 11. Empty space distances.

Figure 10. Reverse cumulative sum graph of deviations 
from the mean frequency.
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Figure 9. Scatterplot of magnitude and Depth variables.
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analysis. Hot spots and cold spots are defined as the regions 
which have higher and lower intensities compared to the 
mean intensity of the study window, respectively. Hot spots 
are also considered as a sign of the possible formation of 
clustering and the regions of possible clustering. The easi-
est way to achieve obtaining hot and cold spots in the esti-
mation of intensities through the study region is via kernel 
density estimation using kernel functions. [14]. Intensity 
estimation with kernel density estimation and the super-
imposed earthquake pattern to intensity image is given in 
Figure 14. 

In Figure 14, it can be inferred from superimposed 
pattern to intensity image how well the pattern coincides 
with the estimated intensity along the study region. From 
cold colors to hot colors, the intensity increase is observed 
within the several high-intensity clusters. If the NAFZ is 
classified into three groups as western, middle, and east-
ern parts, the middle part has got the lowest intensity when 
compared to other parts. 

In Figure 15, the magnitude intensity image together 
with the earthquakes represented as circles according to 
their magnitude size over the region is given. In the middle 
region of the NAFZ, cold colors are dominant. Therefore, 

it can be inferred that earthquakes of magnitude around 
5 occurred in neighborhood locations. In the western and 
eastern parts of the NAFZ, magnitude intensities increase 
approximately 6 with a few areas of cold color, which means 
magnitude intensities approximately 5. 

Quadrat counts, along with their expected event count 
and residual values, are given in Figure 16. The whole study 
region is divided into 24 quadrants of equal area. In the CSR 
pattern, a similar event count is expected in each quadrat. 
However, important differences in the event count through 
quadrats are detected. As a result of the chi-square test, the 
probability is found to be approximately zero. Hence, the 
pattern in the analysis does not belong to a homogenous 
poison process which is the stochastic mechanism under 
the CSR pattern.

In Figure 17 and Figure 18, distance-based tests for CSR 
and simulation envelopes for these tests are given. From 
both figures, according to the results, the earthquake pat-
tern is revealed as a clustered pattern. The H0 hypothesis of 
the observed pattern is CSR is rejected because of separately 
higher G values, lower F values, lower J, and higher K values 
in the whole 4 tests. 

Figure 14. Intensity image alone (above) and superimposed earthquake pattern together with the intensity image (below).

Figure 16. Quadrat counts.
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Figure 15. Magnitude intensities over the region.
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Figure 18. Simulation envelopes for CSR.

Figure 17. Distance-based tests for CSR.
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In simulation envelopes, none of the observed func-
tional values are between the lower and upper boundaries 
of theoretical counterparts. Therefore, the initial results are 
supported by using simulation envelopes. 

In Figure 19, earthquake patterns and simulations of 
earthquakes with inhomogeneous Poisson processes are 
given. The similarity between the two patterns is remark-
able. Changing intensities over the region are taken as 
changing intensities for simulation of inhomogeneous 
Poisson process. This simulation may give future predic-
tions of the possible earthquakes by taking past earthquake 
occurrences into account. 

RESULTS AND DISCUSSION

In this study, clusters of seismicity for moderate to 
major earthquakes in and around the NAFZ between the 
years 1950 and 2017 were aimed to obtain. Moreover, point 
pattern analysis was applied to determine the pattern of the 
selected earthquakes. With the use of distance-based tests 
and quadrat analysis, a clustered pattern was revealed for 
the pattern in the selected study region within the selected 
time domain. Both kernel density estimation and the quad-
rat analysis indicate that the higher seismicity intensity 
and seismicity clusters are formed in the middle -western 
through the Marmara Sea and in the south-eastern parts of 
the NAFZ. The middle part of the NAFZ is the least pro-
ductive part of the NAFZ, both according to the intensity 
and total earthquake count measures. Earthquakes with 
higher magnitudes were concentrated through the western 
parts. Exploratory data analysis was performed to reveal the 
relationships between magnitude and depth distributions, 
frequency magnitude, frequency depth, and recent earth-
quake frequency and time. Useful distance measures were 
plotted to examine the empty space and nearest neighbor 
distances over the region. 

The consistency of the magnitude cut-offs and b-values 
were examined. Through the magnitudes between 5 – 6 
and six b-values are consistent. Simulations for the study 

region were performed both to determine the pattern type 
and to predict future earthquakes. Inhomogeneous Poisson 
process was employed for the future earthquake predictions 
with changing intensity according to the earthquake pat-
tern’s intensity. Therefore, spatially similar earthquake clus-
ters were formed with higher intensities. 

Upon the study region, magnitude range, and time-do-
main changes, the findings of our study would change. For 
instance, eastern middle, and western parts of the NAFZ 
can be examined individually for cluster formations, explor-
atory data analysis, earthquake parameters like b-values for 
both moderate to major and whole earthquakes above a 
certain magnitude rather than our choice of moderate to 
major earthquakes. 

Akol and Bekler [4] found that the triangle of Gelibolu–
Tekirdağ western part of Marmara Sea is the dangerous 
area concerning earthquake occurrence of the largest mag-
nitude with 7.3 within a 100-year period. This occurrence 
was determined to be 46 % according to the Poisson distri-
bution. According to Sayil [5] the total earthquake activity 
constant a and b-value was higher in the golf of Saros sub 
region which located in the most western part of the fault 
zone. Sayıl [7] stated that next earthquakes can occur in 
seismogenic source 6 (Bandırma) with the highest proba-
bilities. Öztürk [3] analyzed the NAFZ by using the seismo-
tectonic b-value, fractal dimension Dc-value, precursory 
seismic quiescence Z-value. In addition, correlations of 
these parameters were compared with each other. Regions 
that has Highest Z-value with the lowest b-value and the 
highest Dc-value are the vicinity of the Düzce fault and the 
Black Sea coast. By using orthogonal regression, a strong 
correlation negative correlation coefficient was found 
between Dc and b-values for the NAFZ and its vicinity (r=-
0.98). Öztürk [28] examines the seismic activity charac-
teristics along the NAFZ between 1970 and 2010. b-values 
were typically close to 1 according to the study. Eight sig-
nificant abnormal zones throughout the North Anatolian 
Fault Zone were detected after a statistical analysis to spot 
the seismic quiescence after 2010. Coban and Sayil [6] cal-
culated the conditional probability for earthquake occur-
rence (Mw ≥ 5.5) employing according to three different 
probabilistic models for the three regions along the NAFZ 
and EAFZ. By using the interevent time of earthquakes, 
model parameters were calculated under the condition of 
MLE (Mw ≥ 5.5) between 1900 and 2016 in the regions. 
As a result, they found out that the short-time earthquake 
probabilities are high in regions. The limitation of the study 
is the assessment of earthquakes specific parameters (only 
whole region-specific b- value is used without interpreting 
temporal spatial forms along the region) with exploratory 
spatial data analysis. However, spatial point pattern anal-
ysis and exploratory spatial analysis might give insights to 
researchers studying seismology. Therefore, these type of 
studies would be a plot for statical analysis of earthquakes, 
probabilistic hazard analysis and interpretation of seismic 
parameters temporally and spatially. Our exploratory data 

Figure 19. Earthquake pattern (above) and simulated inho-
mogeneous Poisson process (below).
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results are consistent with literature in terms of high earth-
quake activity in western parts of the fault and large earth-
quakes were expected with a higher quality in this region 
with a higher probability according to other studies.

CONCLUSION

In this study, large earthquakes on the NAFZ were ana-
lyzed with the help of point processes and descriptive spa-
tial data analysis. Graphical analyses were used and tools 
such as spatial distribution of these earthquakes, intensities, 
magnitude intensities, earthquake-free areas, inter-earth-
quake gap graphs were used. In addition to seismotectonic 
characteristics, these tools can also be used to sub-regional-
ize study areas, especially along fault lines. The characteris-
tics of high magnitude earthquakes in the study area along 
and around the fault line were analyzed. The b-value was 
calculated as 0.92 for the lowest magnitude cut off value. 
Large earthquakes can be fit to a spatially inhomogeneous 
Poisson process because they are affected by the shape of 
the fault line and have highly diverging spatial intensities. 
With the help of these analyses, it can be concluded that 
large magnitude earthquakes occur mostly in the western 
part and the central part has less seismicity.
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