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ABSTRACT

Integer linear programming (ILP) is often used to model and solve real-life problems. In prac-
tice, alternative solutions are very useful as they significantly increase flexibility for the deci-
sion-maker. In this study, an alternative method based on parameterization obtained from 
the Diophantine equation is developed to find all alternative solutions to ILP problems, and 
an easy-to-implement, efficient, and reliable algorithm is presented. The proposed method 
was used without being affected by the number of variables and constraints in the problem. 
Numerical examples are presented to demonstrate the usefulness of the proposed method. In 
addition, these examples are coded in the MAPLE programming language according to the 
proposed algorithm.
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INTRODUCTION

Operations research, mathematical physics, numerical 
analysis, and differential equations are vital fields dedicated 
to solving complex mathematical problems. These disci-
plines involve formulating intricate real-world issues into 
mathematical models, analyzing them, and then working 
toward their resolution and optimization. The solutions 
derived from these efforts have wide-ranging applications 
in industries, economics, sciences, and various other fields. 
The cross-pollination between these domains also leads 
to the emergence of novel mathematical theories [1-5]. 
Integer Programming is a linear programming problem in 
which some or all of the variables take integer (or discrete) 
values by adding the condition of being integer to the linear 

programming model. These applications are extensively 
reviewed in [6-10]. 

Although the solution of the ILP problem seems eas-
ier at first glance than the solution of the LP problem, it 
is much more difficult to reach the optimal solution in 
the IP model. Optimization approaches in IP models can 
basically be classified as stochastic and deterministic. 
Stochastic methods are easy to implement and require lit-
tle prior knowledge to solve the optimization problem [10]. 
The study [11] proposed a simulated annealing (SA) meta-
heuristic method, incorporating two constructive heuris-
tic approaches: the Clark and Wright (CW) algorithm, as 
well as the nearest neighborhood (NN) search algorithm. 
The quality of the final solutions was directly associated 
with the quality of the initial solutions. Therefore, two 
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heuristics were recommended for generating initial solu-
tions Stochastic methods are suitable for problems where 
function evaluations are inexpensive but cannot guaran-
tee rigorous global optimality. In addition, as the problem 
size increases, the probability of finding the global solution 
decreases. For this reason, it seems very reasonable to pre-
fer deterministic methods in the solution of IP problems. 
In deterministic methods, Gomory [12] first developed 
a method called Gomory cutting plane for solving ILP 
problems. The method starts with the simplex solution of 
an LP problem. If the solution at the starting point is an 
integer value, it is the optimal solution. If not, an integer 
solution is sought by adding a linear constraint created on 
the fractional variables in the solution. Land and Doig [13] 
developed the branch-boundary method to solve IP prob-
lems. The LP-based branch and bound method is the most 
widely used algorithm to solve MILP problems [14]. Biegler 
and Grossmann have generally reviewed many determin-
istic methods for IP problems [10,15]. Studies [16-21] can 
be given as examples of studies in this field. Integer Linear 
Programming problems and Linear Diophantine equations 
play a significant role in the processes of mathematical 
modeling and problem optimization. The deep relation-
ship between these two fields encompasses critical practical 
applications in various areas, ranging from the efficient uti-
lization of natural resources to the management of produc-
tion processes. 

In the study [22], a method was developed for solving 
ILP problems using a parameterization obtained from a lin-
ear Diophantine equation to solve two-variable ILP prob-
lems, and an alternative algorithm was presented. Later, this 
method was developed to solve ILP problems with three 
variables [23], and four variables [24] respectively. Brimkov 
et al.[25] presented results connected with the theory of 
computation over real numbers, recently developed by 
Blum, Shub, and Smale. The subjects of the investigation 
were variations of the well-known ILP Problem and the 
Linear Diophantine Equation, where the coefficients were 
real numbers and we sought an integer solution. Results 
regarding the solvability and complexity of these problems 
were demonstrated, and algorithms for their solution were 
developed in the presence of additional information. In the 
paper [26], the lattice basis reduction algorithm, which was 
a general method for solving linear Diophantine equations 
with bounds on the variables, was used. Computational 
results were demonstrated by solving both the feasibility 
and optimization versions of market split instances, involv-
ing up to 7 equations and 60 variables. Additionally, various 
branching strategies were discussed, and their effects on 
the number of enumerated nodes were evaluated. In [27], 
a representation of the solutions of a system of m linear 
integer inequalities in n variables, where m was less than 
or equal to n, with a full-rank coefficient matrix, was given 
by using the ABS algorithm for solving linear Diophantine 
equations. This result was applied to solve linear integer 
programming problems with m being less than or equal to 

n inequalities. In the study [28], structural results on solu-
tions to the Diophantine system that had the smallest num-
ber of nonzero entries were presented. The tools employed 
were of algebraic and number theoretic nature, including 
the utilization of Siegel’s lemma, generating functions, and 
commutative algebra. In the study [29], an integer pro-
gramming model was developed to assist in determining 
the segmentation of assembly lines for creating efficient 
and economical assembly lines. Additionally, worker time-
tabling decisions can be made by solving the same mathe-
matical model. 

Simsek Alan [30] presented an algorithm for solving 
ILP problems with a large number of integer variables using 
simple computer programming. Alonso-Pecina et al. [31] 
used threshold accepting and tabu search metaheuristic 
methods to solve the Label Printing Problem. These heu-
ristic methods significantly improved the results with the 
assistance of Hill Climbing with a double neighborhood. 
Recently, the importance of integer linear programming 
has continued to grow, and significant advancements have 
been made in this field. In the study [32], the researchers 
introduced the first fast and exact solver for the Minimum 
Flow Decomposition (MFD) problem on acyclic flow net-
works, relying on Integer Linear Programming (ILP). Their 
approach’s cornerstone was the encoding of exponentially 
many solution paths using only a quadratic number of vari-
ables. Furthermore, they broadened their ILP formulation 
to encompass numerous practical variations, including the 
integration of longer or paired-end reads, as well as the 
minimization of flow errors. In [33], due to the complexity 
of the problems stated in [31], an integer linear program-
ming model was proposed for obtaining optimal solutions 
for instances where optimal solutions could not be found. 
Aurricchio et al.[34] proposed an integer linear program-
ming model that provides solutions for asymmetric rhythm 
tiling with a specific rhythm A. They demonstrated how 
this model can be used as an iterative algorithm to find 
all the rhythms that tile with a given rhythm A for a given 
period n. Additionally, they efficiently checked the neces-
sity of the Coven-Meyerowitz condition (T2). In conclu-
sion, they conducted various experiments to validate the 
time efficiency of the model. 

If there is more than one optimal solution that satis-
fies both the objective function and the constraints, they 
are alternative optimal solutions to an ILP problem. It is 
beneficial for the decision maker to choose among many 
solutions without any deterioration in the objective func-
tion, as it gives the decision maker many advantages over 
its competitors in practice. Therefore, it is important to 
find all alternative solutions to an ILP problem. However, 
in Integer Programming problems, the feasible solution 
region is neither continuous nor convex. The feasible solu-
tion points of the problem may not fall onto the endpoints 
of the solution region or even on the boundaries of the 
region. Therefore, linear programming algorithms based 
on the logic of searching for solutions at the endpoints 
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cannot be directly applied to Integer Programming (IP) 
problems. Consequently, it is crucial to limit the optimal 
solution region of the LIP problem. In this study, for this 
purpose, a parameterization has been developed to help 
us determine the feasible solution region containing all 
optimal solutions. A method is devised to find all alter-
native solutions to a given ILP problem by utilizing this 
parametrization. Additionally, an easily applicable, practi-
cal algorithm is presented. Therefore, this study proposes 
an alternative method to find all alternative solutions to a 
pure integer ILP problem. First, using the parametrization 
from the Diophantine equation, the original ILP problem 
is reformulated as another ILP problem that can be easily 
solved by simple mathematical programming. Then, an 
algorithm is developed that finds all alternative optimal 
solutions. In addition, some numerical examples are given 
and these examples given using this algorithm are coded in 
the MAPLE programming language.

The rest paper is organized as follows: Required infor-
mation is presented in Section 2. The solution method is 
handled in Section 3. The proposed method is given in 
Section 4. Our numerical examples and conclusions are 
given in Section 5 and Section 6, respectively.

 Preliminaries
In this section, the notation used in this study and the 

necessary information for obtaining all alternative optima 
of an ILP problem are provided.

The set of real (integral) numbers is denoted by 𝑅 (Z). 
Nonnegative integral numbers are represented by 𝑍+. For 
𝑛 ∈ 𝑁, the set of vectors with n components (n -tuples 
or n -vectors) with entries in 𝑅 (Z) is denoted by 𝑅𝑛 (𝑍𝑛). 
Transposition is indicated by the superscript “𝑇”. Therefore, 
for 𝑥 ∈ 𝑅𝑛, 𝑥𝑇 forms a row vector. The set of 𝑚𝑥𝑛 matrices 
with entries in 𝑅 is denoted by 𝑅𝑚𝑥𝑛. When it comes to a 
matrix 𝐴 ∈ 𝑅𝑚𝑥𝑛, it is typically assumed that the row index 
set of A is {1, … , 𝑚} and the column index set is {1, … , 𝑛}. 
The elements or entries of 𝑎 ∈ 𝑅𝑚𝑥𝑛 are represented by 𝑎𝑖𝑗, 
where 1 ≤ 𝑖 ≤ 𝑚 and 1 ≤ 𝑖 ≤ 𝑛. The components of vectors 
are also regarded as 𝑛𝑥1 matrices.

If A is real 𝑚𝑥𝑛-matrices and 𝑏 ∈ 𝑅𝑛, then 𝐴𝑥 ≤ 𝑏 is 
called a system of ( linear) inequalities, and 𝐴𝑥 = 𝑏 a system 
of (linear) equations. The solution set {𝑥 ∈ 𝑅𝑛|𝐴𝑥 ≤ 𝑏} of 
a system of inequalities is called a polyhedron. If 𝑎 ∈ 𝑅𝑛\
{0} and 𝑎0 ∈ 𝑅, then the polyhedron {𝑥 ∈ 𝑅𝑛|𝑎𝑇𝑥 ≤ 𝑎0} is 
called a halfspace, and the polyhedron {𝑥 ∈ 𝑅𝑛|𝑎𝑇𝑥 = 𝑎0} a 
hyperplane. Every polyhedron is the intersection of finitly 
many halfspaces.

Integer linear programming (ILP) investigates linear 
programming problems in which the variables are restricted 
to integers: the general problem, an 𝑚𝑥𝑛-matrix A, vectors 
𝑏 ∈ 𝑅𝑚, 𝑐 ∈ 𝑅𝑛, is usually written the following form:

	 	 (1)

The mathematical formulation of an ILP problem is 
given in Definition 1.

Definition 1 [35]: The mathematical formulation of an 
ILP problem is described below:

	 	

(2)

In the case of (1), any vector 𝑥 satisfying 𝐴𝑥 ≤ 𝑏 is called 
a feasible solution (for the maximum). The set of feasible 
solutions is called the feasible region. If the feasible region 
is nonempty, the problem is feasible, otherwise infeasible. 
The function (𝑥1, 𝑥2,…,𝑥𝑛) → 𝑐1𝑥1 + 𝑐2𝑥2 + …+𝑐𝑛𝑥𝑛 is called 
the objective function or cost function, and 𝑐1𝑥1 + 𝑐2𝑥2 + 
…+𝑐𝑛𝑥𝑛 is the objective value or cost of 𝑥. A feasible solu-
tion with an objective value equal to the maximum is called 
an optimum (or optimal) solution. If we replace the term 
‘maximizing’ in (1) with ‘minimizing’, the resulting integer 
linear program problem uses the same terminology.

There is a close relationship between optimal solutions 
and hyperplanes, and this relationship is provided in the 
following theorem 1. 

Theorem 1[36]: Let z be an integer. Let S denote the set 
of all feasible solutions to the ILP. If 𝑆 ∩ {𝑥|𝑐𝑥 = 𝑧}

is non-empty, then the optimum solution to the ILP will 
lie on the hyperplane 𝑐𝑥 = 𝑧. 

Linear Diophantine equations are linear equations over 
natural numbers and are widely used in mathematical mod-
eling. For more detailed information and important results 
regarding the Linear Diophantine Equation, refer to [37]. 
The Linear Diophantine equation is defined as follows.

Definition 2 [37]: An equation of the form,

	𝑎 1𝑥1+…+𝑎𝑛𝑥𝑛 = 𝑐,	 (3)

Where 𝑎1, 𝑎2, … , 𝑎𝑛, 𝑏 are fixed integers, this is called a 
linear Diophantine equation. We assume that 𝑛 ≥ 1 and that 
coefficients 𝑎1, 𝑎2, … , 𝑎𝑛 are all different from zero.

The greatest common divisor (gcd) used in expressing 
the results on Linear Diophantine equations is presented in 
Definition 3.

Definition 3 [37]: If 𝛼1, 𝛼2, … , 𝛼𝑛 are rational numbers, 
not all equal to 0, then the largest rational numberγ divid-
ing each of 𝛼1, 𝛼2, … , 𝛼𝑛 exists and is called the greatest 
common divisor or gcd of 𝛼1, 𝛼2, … , 𝛼𝑛 denoted by

𝑔𝑐𝑑{𝛼1, 𝛼2, … , 𝛼𝑛}.
The ILP problem, hyperplane, and linear Diophantine 

equation have a closely related relationship with each other. 
This relationship is expressed by the following definition 4.

Definition 4 [36]: Consider the objective hyperplane 
,

where each 𝑐𝑗 ∈ 𝑍, which is a linear Diophantine equa-
tion in integers. Let 𝑑 = 𝑔𝑐𝑑(𝑐𝑗, 𝑐𝑗 ≠ 0, 𝑗 = 1,2, … , 𝑛).

It has an integer solution if and only if 𝑑|𝑧.
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Additionally, if a linear Diophantine equation has an 
integer solution, there will be infinitely many solutions for 
this equation.

Theorem 2 [37]. The equation (3) is solvable if and only 
if gcd(𝑎1, 𝑎2, … , 𝑎𝑛)|𝑐. In the case of solvability, one can 
choose (𝑛 − 1) solutions such that each solution is an inte-
ger linear combination of those (𝑛 − 1) solutions.

Solution Method
Let 𝑥∗ denote the integer solution of the ILP. If 𝑧∗ denotes 

the value of the objective function corresponding to the 
integer solution 𝑥∗ of the ILP. If the Diophantine equation 

 is set, and then 𝑦1, 𝑦2, … , 𝑦𝑛 are replaced by 
𝑥1, 𝑥2, … , 𝑥𝑛 in this equation ,  
is obtained. From the equation  , 

 is 
found for each 𝑘 = 1, 2, … , 𝑛. Then 𝑦1 , 𝑦2 , … , 𝑦𝑘−1,

, 𝑦𝑘+1, … , 𝑦𝑛 are 
replaced by 𝑥1, 𝑥2,…,𝑥𝑛 in the constraints respectively. As a 
result of this process, the given ILP problem 𝑃1 is reformu-
lated as the following ILP problem 𝑃2.

	 	 (4)

Proposition: (𝑥1 , 𝑥2, … , 𝑥𝑘, … , 𝑥𝑛) is a solu-
tion for ILP problem 𝑃1 if and only if (𝑦1 , 𝑦2 , … , 𝑦𝑘−1, 
𝑦𝑘+1, … , 𝑦𝑛) is a solution of the ILP problem 𝑃2where 

 for each 𝑘 = 
1, 2, … , 𝑛.

Proof: It is clear that (𝑥1 , 𝑥2, … , , 𝑥𝑘, … , 𝑥𝑛) is 
a solution of ILP problem 𝑃1 if and only if (𝑦1 , 𝑦2 , … , 
𝑦𝑘−1, 𝑦𝑘+1, … , 𝑦𝑛) is a solution of the problem 𝑃2 where 

 for each 𝑘 = 
1, 2, … , 𝑛.

If the problem 𝑃2 given in equation (4) is solved, the 
result of the original ILP problem is found.

PROPOSED ALGORITHM

Our solution algorithm for finding all alternative optima 
of the ILP problem consists of the following steps.

Step 0: Load ILP problem P1.
Step 1: Solve the ILP problem P1 to find the optimal 

value 𝑧∗.
Step 2: Set .
Step 3: Replace 𝑦1 , 𝑦2, … , 𝑦𝑛, by 𝑥1 , 𝑥2, … , 𝑥𝑛 in the 

equation  respectively.

Step 4: Get an arbitrary variable 𝑦𝑘 from the variables 
𝑦1, 𝑦2, … , 𝑦𝑛 in the equation . 

Step 5: Replace 𝑦1 , 𝑦2 , … ,

, … , 𝑦𝑛 by the vari-

ables 𝑥1, 𝑥2,…, 𝑥𝑛 in constraints, respectively.
Step 6: Determine the domain interval of the variables 

𝑦1, 𝑦2, … , 𝑦𝑛.
Step 7: Find integer points (𝑦1, 𝑦2, … , 𝑦𝑘−1, 𝑦𝑘+1, . . , 𝑦𝑛) 

that both satisfy the reconstructed constraints and satisfy 
𝑦𝑘 ∈ 𝑍+.

Step 8: Write (𝑦1 , 𝑦2, … , 𝑦𝑘, . . , 𝑦𝑛) integer points.
Step 9: Stop.
The flowchart of our solution algorithm is illustrated in 

Figure 1.

Numerical Experiments 
In this section, the proposed algorithm is applied to a 

maximization and minimization problem. In addition, the 
examples given are coded in the MAPLE programming 
language.

Example 1. Consider the following fixed-charge prob-
lem from [38].

Maximize z= 𝑥1 + 𝑥2 + 𝑥3
Subject to 20𝑦1 + 30𝑦2 + 𝑥1 + 2𝑥2 + 2𝑥3 ≤180 30𝑦1 + 

20𝑦2 + 2𝑥1 + 𝑥2 + 2𝑥3 ≤150
−60𝑦1 + 𝑥1 ≤ 0
−75𝑦2 + 𝑥2 ≤ 0
𝑥1, 𝑥2, 𝑥3 ≥ 0, 𝑥1, 𝑥2, 𝑥3 ∈ 𝑍, 𝑦1, 𝑦2 ∈ {0, 1}
Step 0:
𝑃1: Max 𝑥1 + 𝑥2 + 𝑥3
Subject to 20𝑦1 + 30𝑦2 + 𝑥1 + 2𝑥2 + 2𝑥3 ≤180 30𝑦1 + 

20𝑦2 + 2𝑥1 + 𝑥2 + 2𝑥3 ≤150
−60𝑦1 + 𝑥1 ≤ 0
−75𝑦2 + 𝑥2 ≤ 0
𝑥1, 𝑥2, 𝑥3 ≥ 0, 𝑥1, 𝑥2, 𝑥3 ∈ 𝑍, 𝑦1, 𝑦2 ∈ {0, 1}.
Step 1: Solving this problem by LINGO [39], the glob-

ally optimal solution (23, 53, 0, 1, 1), and objective value 𝑧∗ 
=76 are obtained.

Step 2: Set 𝑥1 + 𝑥2 + 𝑥3 = 76.
Step3: If is 𝑚, 𝑛, 𝑟, 𝑠, 𝑡 replaced by 𝑥1, 𝑥2, 𝑥3, 𝑦1 , 𝑦2 in 

the Diophantine equation, 𝑚 + 𝑛 + 𝑟 = 76 is obtained.
Step 4: From the equation 𝑚 + 𝑛 + 𝑟 = 76, 𝑚 = 76 − 𝑛 

− 𝑟 is found.
Step 5: If 76 − 𝑛 − 𝑟, 𝑛 𝑟, 𝑠, 𝑡 by are replaced by 𝑥1 , 𝑥2, 

𝑥3 , 𝑦1 , 𝑦2 in the constraints, respectively, the inequality 
systems

	 	

(5)

is obtained.
Step 6: From the given problem and the Diophantine 

equation x1 + x2 + x3 = 76, the definition ranges of 
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Figure1. The flowchart of the solution algorithm for finding all alternative optima of the Integer Linear Programming 
Problem.

Table 1. Summarized results of example 1

Optimal 
value z∗

m Reconstructed constraints All Optimal solutions

76 76 − 𝑛 − 𝑟 𝑛 + 𝑟 + 20𝑠 + 30𝑡 ≤104
𝑛 − 30𝑠 − 20𝑡 ≥2
𝑛 + 𝑟 + 60𝑠 ≥76
𝑛 − 75𝑡 ≤0

(24, 52, 0, 1, 1)
(23, 52, 1, 1, 1)
(22, 52, 2, 1, 1)
(23, 53, 0, 1, 1)
(22, 53, 1, 1, 1)
(22, 54, 0, 1, 1)
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parametric variables are obtained as 0 ≤ m ≤ 76, 0 ≤ n ≤ 76, 
0 ≤ r ≤ 1, 0 ≤ s ≤ 1, 0 ≤ t ≤ 1.

Step 7: There are five alternative optimal solutions (23, 
52, 1, 1, 1), (24, 52, 0, 1, 1), (22, 52, 2, 1, 1), (23, 53, 0, 1, 1), 
(22, 53, 1, 1, 1), (22, 54, 0, 1, 1).

Step 8: The integer points (24, 52, 0, 1, 1), (23, 52, 1, 1, 
1), (22, 52, 2, 1, 1), (23, 53, 0, 1, 1 ), (22, 53, 1, 1, 1), (22, 54, 

0, 1, 1) are all alternative integer optimal solutions.
Step 9: Stop.
Example 1 is summarized in Table 1. Additionally, the 

pseudo-code for Example 1 is given in Figure 2.
Table 1 presents the parametrization applied for the 

ILP problem given in Example 1, which has an optimal 
value of 76. It shows the reconstructed constraints and all 
obtained alternative optimal solutions. This problem was 
also provided as an example in the study [18], and identical 

results were obtained. However, in [18], 460 iterations were 
required to find all optimal solutions, along with the addi-
tion of 74 new constraints. In our proposed method, only 
one reconstructed constraint is used without the need for 
iterations. The computational and timing advantages pro-
vided to the user by our proposed method can be clearly 
observed in this example.

Maple programming language coding for Example 1 is 
as follows.

> #Maple Codes for Example 1;
> restart;
aa:=1:
for maximum from 0 to 76 while (aa=1) do;
 for n from 0 to 76 do;
 for r from 0 to 76 do;
 for s from 0 to 1 do;

Figure 2. Pseudo-code for example 1.
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for t from 0 to 1 do;
m:=(76-maximum-n-r);
K:=m+n+r;
if ( m=(76-maximum-n-r) and K=76 and m>=0 

and type(m,integer) and 20*s+30*t+n+r<= 104 and 
-30*s-20*t+n>=2 and

60*s+n+r>=76 and -75*t+n<=0) then aa:=0 ;
print(“Optimal value is”,76-maximum,”Optimal 

Solution is”(m,n,r,s,t));
else end if;
end do;
end do;
end do;
end do;
end do;
“Optimal value is”, 76 “optimal Solution is” (24, 52, 0, 1, 1)
“Optimal value is”, 76 “optimal Solution is” (23, 52, 1, 1, 1)
“Optimal value is”, 76 “optimal Solution is” (22, 52, 2, 1, 1)
“Optimal value is”, 76 “optimal Solution is” (23, 53, 0, 1, 1)
“Optimal value is”, 76 “optimal Solution is” (22, 53, 1, 1, 1)
“Optimal value is”, 76 “optimal Solution is” (22, 54, 0, 1, 1)

Example 2. Consider the following ILP problem 
Step 0:
Minimize z = 𝑥1 + 𝑥2 − 𝑥3 − 𝑥4
Subject to	 𝑥1 − 3𝑥2 − 4𝑥3 ≤4
𝑥2 + 𝑥3 − 𝑥4 ≤ 5
𝑥1 + 𝑥2 + 𝑥3 + 𝑥4 + 𝑥5 ≤ 6
𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5 ≥ 0, 𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5 ∈ 𝑍
Step 1: Solving this problem by POM-QM and the opti-

mal solution (0, 0, 0, 5, 1) objective value 𝑧∗ =6 is obtained.
Step 2: Set 𝑥1 + 𝑥2 − 𝑥3 − 𝑥4 = 6.
Step 3: If is 𝑚, 𝑛, 𝑟, 𝑠, 𝑡 replaced by 𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5 in 

the Diophantine equation 𝑚 + 𝑛 − 𝑟 − 𝑠 = 6 is obtained.
Step 4: From the equation 𝑚 + 𝑛 − 𝑟 − 𝑠 = 6, 𝑚 = 6 − 𝑛 

+ 𝑟 + 𝑠 is found.
Step 5: If 6 − 𝑛 + 𝑟 + 𝑠, 𝑛, 𝑟, 𝑠, 𝑡 by are replaced by 𝑥1, 

𝑥2, 𝑥3, 𝑥4, 𝑥5 in the constraints, respectively, the inequality 
systems,

	 	
(6)

is obtained.
Step 6: The definition ranges of parametric variables are 

found as 0 ≤ 𝑚 ≤ 6, 0 ≤ 𝑛 ≤ 6, 0 ≤ 𝑟 ≤ 6, 0 ≤ 𝑠 ≤ 6, 0 ≤ 𝑡 ≤ 6.
Step 7: There are six alternative optimal solutions (0, 0, 

0, 6, 0), (0, 0, 1, 5, 0 ), (0, 0, 2, 4, 0), (0, 0, 3, 3, 0 ),
(0, 0, 4, 2, 0 ), (0, 0, 5, 1, 0).
Step 8: The integer points (0, 0, 0, 6, 0), (0, 0, 1, 5, 0 ), (0, 

0, 2, 4, 0), (0, 0, 3, 3, 0 ), (0, 0, 4, 2, 0 ), (0, 0, 5, 1, 0) are all 
alternative integer optimal solutions.

Step 9: Stop.
Example 2 is summarized in Table 2. Additionally, the 

pseudo-code for Example 2 is given in Figure 3.
Table 2 displays the applied parameterization, recon-

structed constraints, and all obtained alternative optimal 
solutions for Example 2, where the optimal value of the ILP 
problem provided is 6. As seen in the table, all alternative 
solutions are obtained without the need for iterations, uti-
lizing only one reconstructed constraint.

Maple programming language coding for Example 2 is 
as follows.

#Maple Codes for example 2;
> restart;
aa:=1:
for minimum from 6 by 1 while (aa=1)do;
for n from 0 to 6 do;
for r from 0 to 6 do;
for s from 0 to 6 do;
for t from 0 to 6 do;
 m:=(-6+(-1)*n+r+s);
 K:=m+n-r-s;
 if (K=-6 and m>=0 and type (m, integer),(-4)*n+(-

3)*r+s<= 10 and n+r-s<=5 and
 2*r+2*s+t<=12) then aa:=0 ;
 print( “Optimal value is”,minimum, “Optimal solu-

tion is”(m,n,r,s,t) );
else end if;
end do;
end do;

Table 2. Summarized results of example 2 

Optimal 
value z∗

m Reconstructed constraints All Optimal solutions

6 6 − 𝑛 + 𝑟 + 𝑠 −4𝑛 − 3𝑟 + 𝑠 ≤ 10
𝑛 + 𝑟 − 𝑠 ≤ 5 2𝑟 + 2𝑠 + 𝑡 ≤ 1

(0, 0, 0, 6, 0)
(0, 0, 1, 5, 0 )
(0, 0, 2, 4, 0) 
(0, 0, 3, 3, 0 ) 
(0, 0, 4, 2, 0 )
(0, 0, 5, 1, 0)
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end do;
end do;
end do;
“Optimal value is”, 6, “Optimal solution is” (0, 0, 0, 6, 0)
“Optimal value is”, 6, “Optimal solution is” (0, 0, 1, 5, 0)
“Optimal value is”, 6, “Optimal solution is” (0, 0, 2, 4, 0)
“Optimal value is”, 6, “Optimal solution is” (0, 0, 3, 3, 0)
“Optimal value is”, 6, “Optimal solution is” (0, 0, 4, 2, 0)
“Optimal value is”, 6, “Optimal solution is” (0, 0, 5, 1, 0)

CONCLUSION 

In this study, a method is proposed to find all opti-
mal solutions of an ILP problem by developing a simple 
parameterization that enables the determination of a fea-
sible region containing all optimal solutions. Additionally, 
an efficient algorithm is presented. First, the original ILP 
problem is reformulated as another ILP problem using the 

parameterization obtained from the Diophantine equa-
tion, making it easily solvable with simple mathematical 
programming. Our method is applicable regardless of the 
number of variables and constraints in the problem. No 
new constraints are added to the given ILP problem, and all 
optimal solutions to the problem are found in a very short 
time. Thanks to these advantages, the proposed algorithm 
can be utilized in solving ILP problems and addressing 
some real-life problems.
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