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ABSTRACT

This article aims to successfully estimate the number of deaths in a pandemic, with the appro-
priate implementation of two new modelling approaches, artificial neural network and mul-
tiple regression analysis. Then, these methods have been used comparatively to predict death 
cases for the future course of the COVID-19 outbreak. These approaches proposed for estima-
tion appear to result in few errors and perform well in providing information on the course of 
deaths in the epidemic. The agreement between the predicted results by these methods, and 
the actual data proves the superiority of the proposed ones in forecasting accuracy in future 
cases. This is expected to provide significant benefits in increasing the effectiveness of health 
policies to be implemented within the scope of the measures to be taken for the future of this 
and similar epidemics. As this investigation reveals that the current modelling methods have 
undeniable advantages in predicting epidemic trends, using our models is believed to provide 
an accurate estimate of death rates and guide policymakers in formulating research, health, 
socio-economic and fiscal policies. All these findings can be widely regarded as significant 
milestones and essential guides for researchers examining potential future epidemic tenden-
cies. In addition, although this epidemic is quite complex and varies from country-to-country 
and various factors, the proposed approaches offer a great opportunity to model the outbreak 
in other epidemics as well as in other countries.
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INTRODUCTION 

Human history has faced several disease outbreaks 
since its inception. More recently, at the end of 2019, the 
outbreak of a new coronavirus disease (COVID-19) which 
was caused by SARS-CoV-2 broke out in Wuhan, China, 
has spread rapidly to other countries over the world and 
was declared a global pandemic by the World Health 
Organization (WHO). This pandemic has affected millions 
of people around the world and was caused many deaths 
that exceeded million [1]. Besides, it has been seen that it 
has deeply affected the health, socio-economic and finan-
cial systems of the world that will be felt for years. Because 
the epidemiological characteristics of the disease have not 
fully been understood and no definitive treatment has yet 
been developed; governments, many researchers and clini-
cians are trying to unravel the complexity of the disease and 
explore various measures. In this context, researchers are 
focusing on the short and long-term predictions to assist 
decision makers in better prevention planning, healthcare 
delivery, and outbreak control. 

Since there are no effective antiviral drugs for treating 
the COVID-19 disease, it caused a destructive effect in 
human civilization in terms of the health and safety of peo-
ple with the rapid spreading. Therefore, in order to predict 
the course of the disease, take precautions such as isolation, 
quarantine and planning health services, many researchers 
in various fields of science increasingly have turned to com-
putational methods. In recent studies, different approaches 
have been proposed to understand the dynamics of COVID-
19 and manage it. While various studies [2-9] focused on 
compartmental models in epidemiology to understand the 
behavior of COVID-19 epidemic, some studies have used 
statistical and artifical intelligence-based methods [10-16] 
to forecast course of the disease.

Up till now, different statistical methods such as regres-
sion analysis models [17-20] and artificial intelligence based 
models [21-26] were used to forecast various epidemic 
diseases. With the current COVID-19 outbreak, regres-
sion algorithms, and artificial neural networks(ANNs) 
have been proposed to predict the COVID-19 disease [27-
32]. Although many studies have been conducted on the 
COVID-19 outbreak in a short time since the beginning 
of the epidemic, and are being studied continuously, the 
multiple regression analysis and artificial neural networks 
applied to the COVID-19 pandemic in the literature are still 
very limited. This article aims to provide a perspective of 
COVID-19 outbreak and discover the spread and effects of 
the virus through artificial neural network modelling and 
regression analysis to present the results to policymakers in 
various fields of life.

As soon as the WHO declared the COVID-19 as a 
global epidemic, several countries including Turkey in 
the field of health immediately began to take preven-
tive measures against the virus. As in the whole world, 
besides the implementation of several public and health 

policies, many academic researchers have focused on 
searching course of the disease in Turkey by using regres-
sion analysis and artificial neural network techniques. Of 
these, Nakip et al. [33] compared Linear regression(LR), 
Multi-Layer Perceptron(MLR) and Long-Short Term 
Memory(LSTM) techniques to determine the number of 
active cases in COVID-19 and concluded that the long 
term prediction of the number of the active cases in 
COVID-19 pandemic is not possible with high test accu-
racy for the considered models. They attributed this to 
the lack of sufficient number of samples. However, lin-
ear regression model has much better prediction perfor-
mance with high generalization ability as compared to 
the complex models. Toga et al. [34] used Autoregressive 
Integrated Moving Average(ARIMA) and Artificial 
Neural Network (ANN) for predicting the numbers of 
infected cases, deaths and recovered cases. In that work, 
they observed that while ARIMA and ANN have almost 
same forecasting performance, ARIMA has high predic-
tion accuracy. In addition to these results, they demon-
strated the advantage of constructing models that can 
predict three variables simultaneously compared to the 
ARIMA model of ANN. Guleryuz [35] investigated the 
number of total case, the growth rate of total cases, the 
number of new cases, the number of total deaths, the 
increase rate of total deaths and the number of new 
deaths by using the Box-Jenkins Methods (ARIMA), 
Brown Exponential Smoothing model and RNN-LSTM. 
The results of that work concluded that, in the near 
future, pandemic will not show an increasing trend in the 
number of cases and ARIMA model can be used for fore-
casting a pandemic efficiently. Demir et al. [36] focused 
on tracking the spread behavior of the COVID-19 virus 
by using various models. Kuvvetli et al. [37] designed a 
predictive model based on an ANN model to forecast 
the future number of daily cases and deaths caused by 
COVID-19 in different countries’ spreads including 
Turkey. Caglar and Ozen [38] investigated the number of 
cases and deaths in various countries including Turkey 
using the number of test, the number of seriously ill and 
recovered patients as parameters. In that study, various 
regression methods and an artificial neural network were 
used. Their results demonstrated that the optimal results 
for cases in Turkey are obtained with the correspond-
ing methods. In addition, in this study, the similar fea-
tures and differences of countries are mentioned. Kirbas 
et al. [39] modeled the data from cumulative confirmed 
COVID-19 cases in some European countries including 
Turkey using various techniques. In the corresponding 
work, it was determined that the LSTM approach has a 
much higher success than the other techniques.

The research of the forecasting future cases of COVID-
19 is very important for countries to take precautions and 
improving the healthcare in any respect such as mask, ven-
tilation unit, drug supply etc. Since accurate forecasts pro-
vide information for taking preventive measures, this goal 
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can be accomplished by selecting appropriate models and 
methods. Statistical models are important modelling tech-
niques used in real-time epidemiological disease data anal-
ysis. In multiple regression, the regression model allows 
selection of the best coefficients for all characters. Besides 
statistical models, artificial intelligence-based models such 
as ANNs have been proposed as a powerful tool for pro-
cessing huge datasets that can be analyzed for prediction 
and used to model different problems. Therefore, in this 
study, it is aimed to predict future death cases based on 
MLR and ANNs model, which are powerful tool for fore-
casting. Unlike many other studies aimed at forecasting the 
COVID-19 pandemic, this study has investigated the effects 
of the daily number of cases (DNC), active cases (AC), day-
time testing count (DTC), daily number of deaths (DND), 
daily recovered cases (DCC), and active intubated number 
(AIN) in determining the number of deaths. In order to 
avoid the establishment of unnecessary and unsatisfactory 
prediction models, the prediction success of the approach 
using the MLR has been investigated by adding these vari-
ables one by one and the prediction success of the obtained 
model has been presented. Then, the ANN model has been 
established by using the variables that reached the maxi-
mum specificity coefficient in the MLR model. Thus, the 
models using the optimum input value have been obtained. 
The reason for choosing these two methods from the men-
tioned techniques is that they are easy to implement, they 
allow the different factors affecting the dependent variable 
to be controlled clearly at the same time, and they do not 
need any advanced software to apply them. Furthermore, 
ANN approaches are adaptable and suitable for modeling 
nonlinear data with a large number of inputs in regression 
situations. Moreover, unlike many other estimate tech-
niques, ANNs do not place any constraints on the input 
variables. With the motivation offered by these advantages, 
the statistical and artificial intelligence-based methodol-
ogies have been proposed here to forecast the number of 
COVID-19 deaths in Turkey for the data set from March 11 
to September 14. The accuracy of the results produced from 
both models has been measured comparatively with differ-
ent criteria such as mean square error (MSE), root mean 
square error (RMSE), mean absolute error (MAE) and coef-
ficient of determination (R2). Thus, the number of deaths 
predicted by the proposed models has been seen to be in 
good agreement with the actual data. Although the regres-
sion models established make an accurate prediction for the 
number of deaths, it has been seen that artificial neural net-
works produce more successful results than the regression 
models. To best knowledge of the authors, multiple linear 
regression and neural networks emerge as the first research 
models used comparatively to predict future deaths caused 
by the COVID-19 in Turkey. Furthermore, it is strongly 
believed that this study will shed light on decision-makers 
developing control programs to reduce loss.

MATERIALS AND METHODS

Multiple Regression
One of the most used approaches in statistical modeling 

is regression analysis. Regression analysis, which forms the 
basis of the MLR model used in this study, determines the 
model of the relationship between variables and makes pre-
dictions for the future. The regression analysis using more 
than one independent variable is called multiple regression 
analysis. If a phenomenon is affected by more than one 
factor, investigation of cause and effect relationship can be 
investigated with a multiple regression analysis [40].

The MLR model can then be given as:

  (1)

where, yi, xi, p and εi are the dependent variable, the inde-
pendent variables, the number of explanatory variable and 
model error, respectively. The parameter estimation of a 
regression model that is obtained by multiple regression 
analysis to be reliable is based on providing some assump-
tions about the model. In order to use the regression equa-
tion obtained by regression analysis for estimation purpose; 
error terms should show normal distribution depending 
on chance, mean of the expected value of errors should be 
equal to 0 and the variance should be homogeneous and 
equal to σ2, the errors should be independent, no correla-
tion between error terms and explanatory variables, and 
explonatory variables should be assumed to be indepen-
dent of each other [41]. When these assumptions are not 
provided, it is proposed to change parameter estimation 
methods.

Artificial Neural Network
The ANNs are computer systems by inspiring the prop-

erties of neural systems (derivation of knowledge, predic-
tion etc.) [42]. The ANNs are generated by the aggregation 
of cells as in the biological systems and, generally, the archi-
tecture of ANNs consists of three-layers: input, hidden and 
output layers. 

There can be more than one hidden layer in a network. 
It is not determined up to today how many hidden layers 
will be used in an ANN and how many cells are in each hid-
den layer. This situation, which depends on the problem, is 
solved by trial and error [43]. Since the network with sev-
eral hidden neurons produce linear predictions, it cannot 
distinguish complex patterns. In addition, the high number 
of hidden neurons blocks the network to make generaliza-
tion [43,44]. Since there are additional layer(s) between the 
input layer and the output layer in solving nonlinear prob-
lems, the network architecture is multilayered as shown in 
Figure 1. In the figure, DNC, AC, AIN, DTC and DND rep-
resent the daily number of cases, the active cases, the active 
intubated number, the daytime testing count and the daily 
number of death, respectively.
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Data Collection
The data are listed as new cases, active cases, daily 

deaths, daily tests, daily recovering patients, active intu-
bated numbers, and active intensive care patients from 
March 11, when the first case was identified, to September 
14. Data were taken daily from PRT-DTO [45] and RTM-
COVID-19 Information Page [46].

Data Analysis and Application
In this study, 188 COVID-19 data reported for Turkey 

between 11 March and 14 September have been used. Two 
forecasting algorithms, the MLR and ANNs, have been 
applied to predict the number of future death by using the 
mentioned data. When the data reported by the Ministry of 
Health has been examined, it is seen that the data involved 
daily number of cases (DNC), active cases (AC), daytime 
testing count (DTC), daily number of death (DND), daily 
recovered cases (DCC) and active intubated number (AIN). 
However, sharing of some of the data was stopped some 
time later, for example, active intensive care patients. The 
prediction model for the DND has been established by the 
DNC, AC, DTC, AIN data that are considered to affect the 
DND. Since the number of intensive care patients was not 
shared sometime later and there were total of 140 pieces of 

data, this variable has not been incorporated into the model. 
Since the number of daily recovery does not affect the num-
ber of daily death, it has not been incorporated into the 
model. The course of the DND can be shown as in Figure 
2 from the decleration of the first case by the Ministry of 
Health. The number of deaths, which had increased rapidly 
at the beginning of the epidemic, started to decrease with 
the measures taken. While the number of deaths remained 
stable during the summer days, it seems that it started to 
increase after September.

As noted earlier, daily new cases (DNC), active cases 
(AC), active intubated cases (AIN) affect the number of 
death cases (DND) directly and indirectly. The basic sta-
tistics related to these data has been presented in Table 1. 
In the first few days, since some data cannot be observed/
obtained, this data was taken as zero to avoid data loss. 
When the statistics are analyzed, it is seen that the data is 
non-normal regarding both values of skewness and kurto-
sis. The values obtained by dividing kurtosis and skewness 
values by their standard deviations must be in the interval 
[-1.96,1.96]. Here, the variable AIN provides the normality 
by fulfilling this condition. Since these values of the other 
variables are all positive and greater than 2, it is understood 
that they have a right skewed and pointed structure.

In the stage of determination of the input of the estab-
lished model, whether the relationship between the number 

Table 1. Descriptive statistics of the variables

 Skewness  Kurtosis

 N Minimum Maximum  Mean Std. Deviation Statistics Std. Error Statistics Error
DND  188  1  127  39.12  31.244  1.323  0.180  0.713  0.358
DNC  188  0  5138 1557.66  1032.972  1.611  0.177  2.545  0.353
AC  188  1  80808 25893.63 19683.057  1.239  0.177  0.971  0.353
DTC  188  1738  117113 47429.25 27140.104  0.923  0.180  0.446  0.358
AIN  188  0  1351  575.06  333.098  0.291  0.177  -0.691  0.353

Figure 2. Variation in the number of deaths.

Figure 1. Feedforward network
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of daily deaths and other variables is linear, has been ana-
lyzed by the scatter plot (Figure 3), the power of the rela-
tionship between variables and their directions have been 
analyzed by the Pearson correlation. Correlations of the 
variables are presented in Table 2. According to the table, 
except for the variable of the number of deaths and the 
variable DTC, there is a high correlation between other 
variables.

The relationship between the variable DND and the 
variables DNC, AC, AIN with high correlation is statisti-
cally significant (p < 0.05). These relationships are positive 
and strong. The prediction can be obtain by using these 
variables and DND. Here, there is a negative and very weak 
relationship between the DNC and DTC, and this relation-
ship is not statistically significant and is at the %5 signif-
icance level. At first glance, since there is no relationship 
between this variable and the DND, it may seem impossible 
to build the model. Due to the large number of data, this 
variable can also be included in the time series and multiple 
regression model. However, due to the large amount of data 
available, this variable can be included in the MLR model. 
By adding the variable to the model, it will be analyzed by 
the adjusted R-square whether it contributes significantly. 
Fifteen various models can be established by one dependent 
variable and four independent variables. Some of them can 
be statistically insignificant and even though some of them 
are statistically significant, the model explanatory power 
may be low. Therefore, in establishing the regression model, 
predictive power has been investigated with the variables 
added to the model one by one using the stepwise method. 
In this study, the model using optimum number of data has 
also been tried to be discovered. Because, if the number of 
deaths can be estimated using a small enough number of 
data, the model that contains a large number of inputs is 
unnecessary.

How independent variables affect the dependent variable 
DND, will first be examined with multiple time series. This 
investigation has been carried out separately for each of the 
1,3,5,7,10,12 and 15 lags. In establishing ANN models, the 
methods that are based on the rules of %80, %10, %10 or %70, 
%15, %15 intended for training, validation, and test set in lit-
erature are proposed to test the generalization ability of the 
model [47]. %70, %15, and %15 of the 188-piece dataset have 
been used in training, validation, and testing, respectively. 

The reason for the separation of the data set as training, test, 
and validation is for searching whether the model mem-
orizes the data. If the model memorizes, the model cannot 
make an accurate prediction for the data that is not in the 
dataset. For this reason, the data is investigated by partition-
ing three parts. At this stage, Levenberg-Marquardt artificial 
neural network algorithm and sigmoid activation function 
programmed in MATLAB. The Levenberg-Marquardt algo-
rithm has been preferred since it does not contain multiple 
parameters that can be determined by a trial-error method 
such as learning rate and momentum ratio as other feed-for-
ward backward propagation networks. Furthermore, it con-
verges faster compared to other algorithms and gives more 
reliable results.

The data is presented to the network by scaling between 

0 and 1 with the relation  due to the properties of 

the sigmoid function. Hence, by eliminating the distances 
between the data, it is provided that the network conver-
gences faster in the training stage.

Table 2. The relationship between the variables

 DND  DNC  AC  DTC AIN
DND  1  0.900**  0.865**  -0.047  0.730**
DNC  0.900**  1  0.714**  -0.068  0.688**
AC  0.865**  0.714**  1  -0.139  0.498**
DTC  -0.047  -0.068  -0.139  1  0.570**
AIN  0.730**  0.688**  0.498**  0.570**  1
**Correlation is significant at the 0.01 level (2-tailed)

Figure 3. The skewness plot of the relationship between the 
variables.
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In the training of the network, the number of cells in the 
hidden layer, the initial Marquardt (µo)parameter, and the 
iteration number of the network have been determined by 
trial and error so that the total squared error is minimum. 
In addition, in this study, an optimum number of iterations 
has been used in the training phase in order not to lose the 
generalization ability of the models, that is, to prevent the 
test period performance from deteriorating due to overfit-
ting. The ANN model here has four inputs, fifteen cell hid-
den layers, and an output layer.

To compare the MLR and ANN models, in establish-
ing the multiple regression model, all variables have been 
included in the model by the stepwise method and the 
ANN model has been established by using the variables, 
which reaches maximum specificity coefficient. 

After the models are established, their performances are 
compared by different statistical criteria. Based on these cri-
teria, the best model is determined. In the literature, the most 
used comparison criterion in the comparison of the regres-
sion and ANN models is the values that give the relation-
ship between the estimated values and the actual data. These 
are the values of mean absolute error (MAE), mean squared 
error (MSE), root-mean-squared error (RMSE) and the coef-
ficient of determination (R2). It is preferred that the MAE, 
MSE and RMSE values are close to zero and R2 is close to one. 
As these values are close to the desired values, the prediction 
converges to the real value accurately. The mentioned values 
are calculated by the following formulae [12,14]:

  (2)

  
(3)

  
(4)

  (5)

where, Y,  and N represent the observed value, the predic-
tion value and the number of data, respectively.

RESULTS AND DISCUSSION

The analysis was first started by the regression. Here, 
the number of deaths and other variables have been consid-
ered as dependent and independent variables, respectively, 
and then models have been run within this framework. 
In this study, as indicated before, the models have been 
established by the stepwise method. The models have been 
established with the variables obtained by the min-max 
method in order to get rid of the bias of the scales. The R2 
MSE, RMSE and MAE values of the models established 
with these variables are given in Table 3. Since one variable 
is incorporated into the model at each stage, four models 
have been established by the regression analysis. When the 
stepwise method is not preferred, fifteen various models 
need to be established. Hence, by means of this method, 
both the models are seen to be significant and the variables 
enter the model one by one. Besides, the models with the 
highest explanatoriness have been determined. The sum-
mary of the model results is presented in Table 3. Notice 

Table 4. Model summary with raw data

 Model  Variables  R-square  MSE  RMSE MAE
 1  DNC  0.806  187.2682  13.6846  10.4043
 2  DNC, AC  0.911  87.9789  9.37971  7.4599
 3  DNC, AC, AIN  0.936  60.4447  7.77479  5.9308
 4 DNC, AC, AIN, DTC  0.958  41.7284  6.45975  5.0467
 5 ANN DNC, AC, DTC, AIN  0.999  13.98  3.73  2.6907

Table 3. Model summary

 Model  Variables  R-square  MSE  RMSE MAE
 1  DNC  0.81  0.0096515  0.098242  0.06211
 2  DNC, AC  0.91  0.0039074  0.062509  0.048978
 3  DNC, AC, AIN  0.94  0.0034675  0.058886  0.046416
 4 DNC, AC, AIN, DTC  0.96  0.002642  0.0514  0.038823
 5 ANN DNC, AC, DTC, AIN  0.99  0.0010478  0.032374  0.022440 
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that the results of the ANN models have been added to the 
last row of the table.

It is seen from the table that the ANN model is the best 
model according to the comparison values of the models. 
Because, the R2 is close to one and the other values are close 
to zero. While the model is established, it is not exactly 
understood how small the error since the values that are 
normalized to the interval [0,1] has been used. When the 
models are established with raw data, it is better seen how 
small the error values of the ANN model are compared to 
the other models (Table 4).The mean squared error (MSE) 
of the first model is approximately 13 times greater than 
that of the ANN model, the MSE of the second model is 
approximately 6 times greater than that of the ANN model, 
the MSE of the third model is approximately 4 times greater 
than that of the ANN model, and finally the MSE of the 
fourth model is approximately 3 times greater than that of 
the ANN model.This means that the DND predicted by the 
ANN model produces far less error. The superiority of the 
ANN model over the competitors is also clearly seen from 
the RMSE and MAE values.

It is seen that all of the models with R2, MSE, RMSE and 
MAE values above are statistically significant. The regres-
sion coefficients created by the raw data, the normalized 
coefficients, t values and the significance values of these 
models are given in Table 5.

 Considering the last model in Table 5, when the value 
of each of the DNC, AC and AIN variables is increased by 
10000, it is seen that 83 people, 7 people and 480 people 
died, respectively. As the number of DTC increases, the 
number of deaths decreases. This situation can be explained 

as follows: As the number of tests increases, the number of 
patients is determined accurately and since these people are 
taken under control by the contact tracing team, infecting 
others is prevented. According to the standardized beta 
coefficient, while the variable AIN is the most effective 
variable, the AC follows it.

As will be noted, the relationship between the depen-
dent variable and the independent variables has been found 
to be high except for the DTC variable, as seen in Table 
5. Since there is no linear relationship between variables, 
the relationship between the dependent variable and the 
DTC is weak. At the same time, considering the regression 
models, this variable is seen to have a negative effect on the 
dependent variable as noticed from the correlation. The 
correlation table and the graph show that there is another 
nonlinear relationship between the two variables. Since the 
other variables have high correlations and a linear rela-
tionship with the dependent variable, as can be seen in the 
figure, the MLR can be established by these variables and 
the dependent variable. Besides, as seen in the figure and 
the correlation table, there is a high relation between the 
variables, except for the DTC. For these and similar rea-
sons, even if the regression results have a high prediction 
capacity, they may be expected to cause some difficulties 
in making accurate estimations. Higher or lower than 
expected erroneous estimations can be made especially in 
the extreme values, that are not present in the data, of the 
variables. Hence, these situations cause the assumptions of 
the regression model to be broken and the prediction of 
the regression analysis to be approached with suspicion. In 

Table 5. Coefficients

Unstandardized Coefficients Standardized 
Coefficient

 Model  B  Error  Beta  t Sig.
1 (Constant)
 DNC

 -5.4351
 0.0277

 1.949
 0.001  0.895

 -2.788
 26.966

0.006
0.000

2 (Constant)
 DNC
 AC

 -9.2961
 0.0179
 0.0007

 1.351
 0.001
 0.000

 0.580
 0.455

 -6.882
 18.498
 14.525

0.000
0.000
0.000

3 (Constant)
 DNC
 AC
 AIN

-14.7156
 0.0135
 0.0007
 0.0212

 1.301
 0.001
 0.000
 0.002

 0.436
 0.455
 0.218

 -11.312
 13 .973
 17.222
 8.606

0.000
0.000
0.000
0.000

4 (Constant)
 DNC 
 AC
 AIN
 DTC

 -6.5004
 0.0083 
 0.0007 
 0.0480 
 -0.0003 

 1.423
 0.001
 0.000
 0.004
 0.000

 0.268
 0.409
 0.494
 -0.254

 -4.568
 8.362
 18.102
 13.175
 8.911

0.000
0.000
0.000
0.000
0.000

a. Dependent variable: DND
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such cases, using ANNs that are independent of assump-
tions can give more accurate results.

The multiple time series analysis results are shown in 
Table 6. While performing this analysis, the models have 
been created by preserving the regression structure. The 
model established as lag free, the results produced by this 
model for all variables are for R = 0.97. The rest of the mod-
els have had lower results.

When the ANN results are analyzed, it is seen that R2 
values are 0.99 for the train, test, and validation results. 
Hence, it is understood that the ANN model does not mem-
orize the data, on the contrary, it trains the data. The values 
of MSE, RMSE, MAE of the ANN model are presented in 
Tables 3 and 4. Since the obtained R2 values in the multiple 
regresssion models are higher, the ANN models are the best 
representation of the data and these models make more 
accurate predictions. The stages of the ANN analysis results 
are presented in Figures 4 and 5. 

When the results are examined, it is remarked that 
the ANN model results are more successful than that of 
the MLR models. In this work, the ANN model has been 
established with the variables in the fourth model that has 
the most explanatory regression models. It is used a single 

hidden layer and between 10 and 20 cells. Since there is not 
significant variation in the result of analysis, in this paper, 
the model results with one hidden layer and fifteen cells has 
preferred. 

In the application of artificial neural network, the 
Levenberg-Marquardt algorithm that is one of the feed-for-
ward back-propagation network algorithm has been used. 
This algorithm is preferred since it is not included more than 
one parameter that is determined trial and error method, 
it converges faster than other algorithms and gives reliable 
results. The correlation and the scatter plots between the 
variables have been utilized to decide the inputs of the MLR 
and ANN. The variables that are entered to the model have 
been determined by the stepwise method and the variables 
have been entered into the model one by one. The reason 
for this is to find the variable and the variables that explain 
the model in the best way and to see how to change the 
explanatoriness of the model by adding a variable to it. 
The ANN analysis has been performed with the variables 
in the most explanatory model obtained from the regres-
sion. While the fourth model is the best model among the 
regression models, it has been concluded that the ANN 
model is the best among all models as it has no statistical 

Table 6. Model summary with raw data

 DNC DNC, AC DNC, AC, DTC DNC, AC, DTC, AIN
Original  RMSE 13.6846 9.3797 9.3096 6.5395

 MAE 10.4043 7.4599 7.5152 5.2128
 R  0.9002 0.9544 0.9551 0.9781

 Lag 1  RMSE 12.9589 9.8579 9.7777 6.9051
 MAE  9.9803 7.5689 7.5983 5.4225
 R  0.9091 0.9485 0.9493 0.9751

 Lag 3  RMSE 11.8834 10.9075 10.9070 8.1014
 MAE  9.5281 8.5696 8.5715 6.3477
 R  0.9238 0.9362 0.9362 0.9653

 Lag 5  RMSE 11.4706 11.4478 11.3936 9.2975
 MAE  9.5712 9.4621 9.4198 7.3293
 R 0.9292 0.9294 0.9301 0.9541

 Lag 7  RMSE 13.4385 13.1321 12.8899 11.2015
 MAE 10.4757 10.6916 10.5691 8.5087
 R 0.9012 0.9059 0.9095 0.9325

 Lag 10  RMSE 16.6834 16.6331 15.8598 13.9642
 MAE 12.9933 13.0220 12.8759 10.6869
 R 0.8110 0.8445 0.8598 0.8932

 Lag 12  RMSE 21.2968 18.9044 17.5715 15.5298
 MAE 16.1722 15.0353 14.8178 12.3495
 R 0.7293 0.7944 0.8254 0.8666

 Lag 15  RMSE 25.2913 21.9237 19.6170 17.5939
 MAE 19.2869 17.1932 16.6672 14.3336
 R 0.5916 0.7152 0.7803 0.82789
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assumptions and has an explanatory value of 0.99\%. It has 
been observed that the ANN which is easily used in the lin-
ear and nonlinear models is superior to other models since 
it does not have a statistical assumption and has %99.9 
explanatoriness. In addition, even if the number of deaths 
is not declared, the number of deaths can be estimated with 
an accuracy of %99.9 with the ANN model. Consequently, 
the ANN model has been seen to be more successful to pre-
dict the daily number of deaths according to the reported 
COVID-19 data. The ANN model presents a very good 
result for establishing a prediction model in cases where the 
independent variables have multiple connections and there 
is no linear relationship between the independent variable 
and the dependent variable in multiple regression analysis. 
When the results are compared, it has been observed that 
the ANN model produces more accurate solutions than of 
the regression models. Figure 5. The ANN analysis results.

Figure 4. The ANN analysis results
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In addition, SIR and SEIR models could also have been 
used to construct a model among the data of interest. However, 
the high explanatory power of the currently obtained model 
does not necessitate the use of those approaches.

The ANN that is an alternative to the MLR analysis has 
been applied in various fields and gives better results than of 
the MLR analysis [48-51]. Studies in the literature have shown 
that ANN overcomes the constraints of the MLR models 
[49,52-54]. One of the most important assumptions of the 
MLR models is that the relationship between the dependent 
variable and the independent variables is linear. On the other 
hand, in many studies, this assumption can not be provided. 
However, the ANN does not make any assumptions about 
the relationship between the variables, so both linear and 
nonlinear relationships can be analyzed. Furthermore, this 
method does not affect from multicollinearity. Besides, the 
ANN provides consistent results even if it works with miss-
ing data, does not make assumptions or works with data that 
does not conform to normal distribution [51].

CONCLUSION

• In the present study, the relationship between the daily 
number of case (DNC), active case (AC), daytime test-
ing count (DTC), daily number of deaths (DND) and 
active incubated patient number (AIN) and the effect 
of other variables on the DND have been modelled by 
using the MLR and ANN approaches.

• Effective estimation of COVID-19 deaths based on var-
ious parameters has been made comparatively for the 
first time in this study using ANN and multiple regres-
sion algorithms.

• The predicted death numbers have been found to be in 
good agreement with the actual data for both models 
proposed here.

• Even though the regression algorithms seem to have 
very explanatory variables to predict the number of 
deaths in the model, it has been concluded that ANN 
produces a model with the highest explanatoriness.
Hence, it is concluded that the ANN model has been 

seen to be more successful to predict the daily number of 
deaths according to the reported COVID-19 data. 

This study can be expanded to estimate COVID-19 in 
a bit more realistic manner by incorporating additional 
characteristics such as the number of cases vaccinated. 
Therefore, models containing vaccination data may be one 
step closer to real-world relevance in forecasting COVID-
19 spread behaviour.
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