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ABSTRACT

The proliferation of software-defined networks (SDN) increases the necessity of security and 
forensic research in this field. Network forensics is of particular importance considering the 
ever-increasing traffic density and variety of devices, and SDN has great potential for im-
proved forensic processes thanks to its ability to provide a centralized view and control of the 
network. This article’s motivation is the lack of a standard forensic process in SDN. The main 
objective of this study is to examine the differences in the forensic processes of different SDN 
controllers, whether the southbound interface data is sufficient for the forensic processes, and 
whether it is possible to choose the best controller in terms of forensics. Four of the most 
widely used controllers have been selected and tested under seven different scenarios to ob-
serve how the results were obtained in terms of forensics. During the tests, in addition to the 
routine data accesses, attack preparation tools and denial-of-service attack tools were used to 
expand the scope. Experiments in which each scenario was applied for four different control-
lers demonstrated that different controllers have different characteristics in network forensics 
parameters, such as attack type detection, attacker information, service interruptions, packet 
size, and the number of packets. Experiments proved that southbound interface data is suf-
ficient for forensic processes, different controllers have different characteristics in forensic 
processes, none of the most used controllers is the best to cover all forensic processes, and a 
standard forensic method is required for software-defined network forensics.
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INTRODUCTION

Software-defined network (SDN) is an innovative net-
work architecture with lower cost, higher flexibility, better 

agility, and simpler management compared to traditional 
networks [1]. It is hardware-independent and any network 
device from any manufacturer can be controlled with SDN. 
As shown in Figure 1, the basic structure of SDN consists 
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of three different layers: The application, Control, and 
Data (Infrastructure) layer. The data layer contains physi-
cal or virtual forwarding devices, while the control layer is 
responsible for making the decisions that dictate the behav-
ior in the network. These two layers communicate via the 
southbound interface. The application layer hosts various 
functions such as firewall, monitoring, load balancing, etc., 
and communicates with the control layer via the north-
bound interface. Keeping in mind the increasing preva-
lence of intelligent programmable devices in the network, 
SDN is able to provide new network management solutions 
to improve overall network performance [2]. With this new 
architecture, SDN makes it easier to focus on network man-
agement processes and offers network administrators great 
opportunities in terms of traffic monitoring and manage-
ment [3]. Additionally, SDN provides increased security, 
easier policy management, and less energy usage [4].

OpenFlow is the most common southbound interface 
protocol used to provide a communication channel between 
the control and data layers in SDN. It facilitates innovation 
and enables efficient service orchestration and automation 
[5], and allows for the communication of devices in the data 
layer with the SDN environment [6]. Different tasks such as 
network management, security applications, and load bal-
ancing are realized in SDN by the flow rules generated by 
the controller and sent to the data layer using OpenFlow 
messages [7]. OpenFlow-enabled data layer devices con-
tain flow tables to store rules with information on how to 
forward packets. For OpenFlow to be enabled in hybrid 
networks during the transition from traditional networks, 
certain sub-domains must be defined, and communication 
settings must be made for traditional networks [8].

SDN ensures the security of SDN infrastructures and 
leverages SDN-based approaches to improve security [5]. 
Research on SDN security is relatively new, thus requiring 
further analysis. The innovations provided by SDN allow 

for improved security via security solutions produced with 
SDN itself, allowing for increased ability to follow up on 
attacks and facilitate attack detection [9]. These capabili-
ties may be used to strengthen SDN forensics. Despite 
these advantages, a downfall is that SDN technology may 
be open to modern attacks [2]. SDN security research has 
focused on many different types of attacks and protocols. 
For instance, the attacker can create a new flow table with 
the help of a controller and forward the new rules to the 
network, mislead the network or create location spoofing 
by exploiting the weaknesses of the users through LLDP 
(Link Layer Discovery Protocol) packets [10]. In a solid 
infrastructure, a well-established authentication service 
between the switches and the controllers should be present. 
Otherwise, it will allow the attacker to examine the traf-
fic [11]. An attacker can also perform a denial-of-service 
attack in a network environment using SDN by changing 
the flow tables [9]. This type of attack can be mixed with 
other attack types such as smurf attack, fraggle attack, and 
DNS amplification flooding attack. New methods have been 
employed to reduce the possibility of the controller being 
disabled [12]. The ARP (Address Resolution Protocol) poi-
soning attack may also be used to compromise the whole 
SDN topology by altering the identity of the controller, 
which is the most central and important part of SDN [13].

While many security issues and forensic processes 
in traditional networks are also applicable to SDN, new 
opportunities and new challenges have arisen in this young 
domain. This study considers the types of attacks empha-
sized in the literature in cyber attack scenarios within the 
scope of forensic experiments. Network forensics is of great 
importance in combating cyber attacks as it can enable both 
a better response during an attack and a more thorough 
forensic analysis after the attack. SDN offers a new and 
effective way to manage networks through programmabil-
ity and increased flexibility [2]. As in all forensic analysis 
studies, the time record (stamp) must be kept in a reliable 
manner to comply with the legal ground. Network analysis 
is generally the examination of the data flowing through 
the network, focusing on the activities of the attacker 
[14]. The major questions to be answered by the analysis 
are “What”, “Why”, “Who”, “How,” and “When”. Network 
analysis techniques are composed of examination, report, 
analysis, investigation, presentation, identity, protection, 
decision-making, and collection and are grouped into pro-
active and reactive methods [15]. The general concepts in 
datasets that must be fulfilled are Findability, Accessibility, 
Interoperability, and Reusability (FAIR) [16].

To ensure information security in institutions, security 
systems like firewalls and intrusion detection systems (IDS) 
are used, and network analysis studies have a significant 
place in the development of these devices [17]. Although 
security studies have been carried out on SDN, they are 
poor in terms of forensic analysis [18]. Finding the root 
cause of attacks against SDN by applying forensic meth-
ods employed in traditional networks is insufficient and Figure 1. Software-defined networking (SDN) architecture.
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requires new approaches [19]. The innovations brought by 
SDN, such as data size, traffic monitoring, and the control 
layer being at the center of events, will allow for improved 
security [20].

Researchers have recently employed advanced methods 
such as deep learning to enable tracing the source of an 
attack [21]. This, in turn, will facilitate specifically targeting 
the source and identify the type of denial-of-service attack. 
Some researchers have gone beyond security analysis and 
developed modules that can solve system requirements. 
A module developed in the Python-based POX control-
ler analyzes web server accesses to extract web statistics 
allowing to distinguish between web traffic and non-web 
traffic flows in the SDN infrastructure [22]. Ping flood 
attack packets on the POX controller can be prevented by 
detecting anomalies using machine learning [23]. Balarezo 
et al. carried out an experiment on denial-of-service attacks 
using TCP’s retransmission timeout to the southbound 
interface via OpenFlow, and they proposed a durable model 
by revealing the vulnerabilities of the system [24].

All layers of SDN can be used to obtain evidence against 
suspicious activity. The controller is a vital evidence source 
as it is placed in the center of the structure, but it also makes 
it a target for possible attacks, casting doubt on the reliabil-
ity of the data. The northbound and southbound interfaces 
can also be used for forensic analysis as they connect the 
controller to applications and infrastructure [25]. Pandya 
et al. tried different ways to obtain data from three different 
SDN controllers (OpenDaylight, Project Floodlight, and 
Ryu), and examined them in the Wireshark environment. 
The study concluded that the southbound interface was the 
best location to obtain data. A Python-based tool was used 
to conclude that the OpenDaylight controller gave the most 
successful results in terms of forensics [18]. Khan et al. pro-
posed a forensic layer where the northbound interface is 
excluded, and the data produced by the network devices is 
examined by placing a central layer outside the southbound 
interface [26]. In another study, some varying attack types 
were tested in an environment where only a single control-
ler was used; Ryu. The study proposed that previous stud-
ies do not adequately focus on the data obtained from the 
controllers. Thus is the records created in the controller are 
vital in the detection of DoS attacks. However, the difficulty 
in keeping topology poisoning attacks in controllers arose 
due to the temporary nature of the flow table [27].

A new method titled “Virtual Network Forensic 
Process” was proposed but only focused on packets flowing 
over the network, and the records from the controller were 
ignored [28]. Network policies built on OpenFlow rules can 
be used by a malicious user for various attacks but can also 
be prevented [29]. In a study, forensic applications at differ-
ent levels of SDN were carried out by considering the secu-
rity perspectives called “SDNForensics”. In the framework 
where runtime logs, memory, and network packets were 
taken through three different data layers, memory infor-
mation and logs were also obtained from users suggesting 

the integration of sources [30]. Another study proposed a 
new tool seeking the cause of the problem by searching the 
control and data layers for deficiencies in connection and 
packet transmission. This tool is beneficial in SDN as it is 
designed to diagnose actual control layer attacks by placing 
itself on the floodlight controller located between the con-
trol and data layers [31].

SDN controllers, despite their similarities, also have dif-
ferences between them in terms of speed, security, infra-
structure, programming language, environment, etc. The 
objectives of this study are to
•	 compare SDN controllers in terms of forensic informat-

ics, taking into account the fundamentals of forensic 
information,

•	 determine whether the southbound interface data is 
sufficient for forensics,

•	 determine whether the best controller can be selected 
in terms of forensics by comparing different controllers 
during routine communication and under cyber attacks.
Beyond these objectives, the determination of whether 

the forensic processes can be carried out with minimum 
data size and amount was emphasized in all processes of 
this study. The variable parameter in our study, which 
occurs in the data layer and the southbound interface, is 
the change of controllers. This study is different from sim-
ilar articles in that it investigates the differences in the 
data that can be obtained from the southbound interface 
during routine communication and attacks for four pop-
ular controllers, which were evaluated and compared in 
terms of forensics for the first time in the literature. The 
test steps allow for the visualization of differences between 
the information obtained from the southbound interface 
and the virtual switches. Important parameters of forensics 
such as accessed information, access speed, packet size and 
percentage, and access time have been tested during rou-
tine communication and with attacks that are considered 
important in terms of cyber security. With the absence of 
similar studies, this article may inspire other studies com-
paring different SDN controllers in detail under various 
network attack scenarios and evaluating these issues in 
terms of forensic computing.

METHODS AND EXPERIMENTS

Based on the problem of the lack of a standard forensic 
process in software-defined networks, the main idea of this 
study is the following research questions: 
•	 Are there differences in forensic processes in different 

controllers?
•	 Is southbound interface data sufficient for the forensic 

process?
•	 Is the behavior of the controllers and the evidence 

obtained different during routine communication and 
attack?

•	 Is it possible to choose the best controller in terms of 
SDN forensics?
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Within the scope of these objectives, seven different 
scenarios detailed below were tested with four different 
controllers (Ryu, POX, ONOS, and OpenDaylight). As 
shown in Figure 2, the test environment for each experi-
ment had a tree topology with 16 hosts with various tools 
in a virtual infrastructure. The tests were performed in the 
same way by changing only the controllers of each exper-
imental environment. While performing the tests, the 
information created on the network could be watched live 
and stored for later analyses. Since the controllers were the 
only variable during the tests, it was possible to see what 
kind of differences the controller change made on the data 
layer and the southbound interface from the forensic point 
of view. Tests’ approaches were not only what data can be 
obtained, but also from the point of view of what size data 
can be accessed for the necessary information. In the exper-
imental environment, the details given below, the primary 
focus is on the information that can be obtained in the data 
layer and southbound interface of software-defined net-
works during routine communication. Then, whether the 
message content detection can be done from these sections 
and whether it can be done in the case of which control-
lers are used were tested. Observations were made on how 
the controller changes differed in line with the purpose of 
port scanning and web server scans used in preparation for 
attacks. Finally, the results were obtained by applying dif-
ferent types of denial-of-service attacks separately for each 
controller to see how the correct information was obtained 
and the integrity of communication during the attack. The 
reason for choosing routine communication, message con-
tent detection, and denial-of-service attacks as different 
and independent from each other is to cover the entire 
forensic processes. As a result of varying controllers, differ-
ent results from each scenario were obtained where attack-
ers and victims were selected from 16 users. The details of 

the network observations and experiments carried out are 
shared in detail under each heading.

Infrastructure Information
In the SDN topology, Mininet [32] was used in a virtual 

server environment. In the relevant environment Ryu [33], 
ONOS [34], OpenDaylight [35], and POX [36] controllers 
were used. Ubuntu Desktop [37] was used as the environ-
ment infrastructure and as virtualization infrastructure, 
Virtualbox [38] were used on a laptop with 8 GB RAM, 
four virtual processors, and 150 GB HDD. The laptop 
had an Intel Core i7-10510U CPU 1.8GHz, 16GB DDR4 
RAM, and 500GB SSD Disk capacity. OpenvSwitch [39] 
was used as a virtual switch. Packet inspections were car-
ried out with Wireshark [40], and for forensic computing 
in network topology, listed programs were used; Yersinia 
[41], Nikto [42], Iperf [43], Nmap [44], Netcat and Hping3 
[45]. Figure 2 shows the SDN environment, which is estab-
lished with the help of Mininet, tree topology was used, 
and the experiments were carried out by creating a virtual 
environment consisting of 16 users (10.1.1.1-10.10.1.16), 15 
virtual switches, and 1 controller. While Ryu, ONOS, and 
POX controllers were installed on Ubuntu 20.04 Desktop, 
the OpenDaylight controller was running on Ubuntu 14.04 
Desktop. It was assumed that controllers have no rootkits 
and control channel is trusty.

Before starting the experiments, the bandwidth was 
measured with the help of iperf in the topologies to which 
all controller types were connected. There were changes in 
bandwidth between the hosts depending on the control-
ler type, but the lowest one had 1.5Gbits/s bandwidth in 
the normal operating mode. These values are sufficient to 
carry out the planned measurements and studies within the 
scope of this study carried out in the local network environ-
ment. Additionally, this study also has an experiment about 

Figure 2. Experimental environment topology.
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whether the controllers changed the delay values between 
the hosts, and the results show us that the delay times were 
between 0.1ms and 0.25ms on average for each controller. 
Also, the experiments showed that the lowest latency values 
occur in the Ryu controller with an average of 0.1 ms.

Forensic Process Start - Routine Communication
In the routine communication experiment, simultane-

ous ICMP packets were transmitted from all hosts to each 
other on Mininet (with the pingall command), and all data 
for all controllers were captured and filtered. Figure 3 shows 
the processes performed in this experiment and re-run 
for all four controllers, with details given below. Then an 
investigation was made to observe what kind of differences 
occurred between topologies in which the controllers differ 
in the network communication, which can be considered 
the simplest level, the information to be obtained from the 
data layer, and the packet sizes. In the same scenario, all data 
such as time, source, and destination through the files of 
southbound interface network captures in topologies were 
accessible where the controllers were different. IP address 
and MAC address information were also available in all 
captures. Packets were obtained in environments where 
Ryu, ONOS, and OpenDaylight controllers have OpenFlow 
1.3 packet, and the relevant information can be seen under 
the “data” heading as additional information. In the POX 
controller, source and destination address information can 
be seen directly in pcap files since OpenFlow 1.0 was used.

To perform the same function, the highest percentage 
of southbound interface packets compared to all traffic (all 
interfaces and southbound interface network) occurred 
on the POX controller at 68.3%. ONOS followed the POX 
controller with 54.4%, while Ryu ranked third with 42.6%. 
With a big difference, the OpenDaylight controller covered 
only 6.3% of all packet numbers numerically, as well as 
obtaining all the information. Table 1 specifies the percent-
age information about the packets obtained in this experi-
mental environment for four different controllers.

After interpretation of this scope as the ratio of the total 
data size to the southbound interface, the highest percent-
age of data size occured in the POX controller with 76.9%, 
while the least data size occured in the OpenDaylight 

controller with 14.7%. The main reason why the percent-
ages differ with the number of packets is that the packet 
sizes on the southbound interface are different from each 
other when the controllers are different. In the average 
packet size, the smallest average packet size in the relevant 
scenario was 137 bytes in the Ryu controller.

Compared to the packets passing through the south-
bound interface, the above situations stand out, but the 
situation differs on the host side. The largest number of 
packets and the largest size of data were on the interfaces 
of OpenDaylight, which produced the least number of 
southbound interface packets for the same process. The 
least number of packets and data creation on the host side 
was realized in the scenario with the POX controller. In the 
OpenDaylight controller’s scenario, in which the largest 
data flowed over the hosts, the data size passing over the 
hosts was 5.9 times that of the POX controller, where the 
data size passing over the hosts was the least.

It would also be useful to establish an additional per-
spective on virtual switches. For this reason, various com-
parisons were performed, where data flow is expected over 
all virtual switches. In the experimental topology shown in 
Figure 2, the switches at a higher level (i.e. virtual switches 
2&9) have a marginally higher (approximately 5%) packet 
number and size than switches located below the topology 
(i.e. virtual switch 4&5). In addition, the number and size 
of packets between the switches at the same level are nearly 
identical.

In this experiment, in which the southbound interface 
logs are seen to be sufficient, the OpenDaylight controller 
had the least number of packets and the smallest packet 
size. In the host-oriented log collection, the least number of 
packets and the smallest packet size occurred while using 
the POX controller.

Messaging Content Forensics Process
In addition to the details of time, source and destination, 

etc., information of the packets, in terms of forensic com-
puting, the issue of whether some information in the packet 
content can be obtained from the southbound interface can 
be considered an important step. The process of obtaining 
the packet content in the transmitted messages and detailed Figure 3. Routine communication experiment process.

Table 1. Routine communication forensics experiments 
packet count and size information

Controller Southbound 
Interface Packets 
(%)

Southbound 
Interface Packet Size 
(%)

Ryu 42.6 61.6
ONOS 54.4 72
OpenDaylight 6.3 14.7
POX 68.3 76.9
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examinations, shown in Figure 4, has an important place in 
terms of network security and management.

Figure 4 shows the main headings of the processes, 
detailed below, which were performed few times for all four 
controllers for this experiment, which aims to obtain the 
message content. In the related experiment, messaging was 
carried out between two hosts over a port determined with 
the help of “netcat”. Host1 was put into listening mode over 
a specified port, and meaningful messages were transmitted 
to host1 via host16. Accordingly, it was possible to access all 
transmitted message contents as well as source, destination, 
and time information in the examination made on packets 
flowing on virtual switches. A different result in the exam-
inations made on the southbound interface side of this sit-
uation were observed.

During the related messaging process in the test envi-
ronment, the content of any message could not be accessed 
through the relevant packet in the environment where the 
Ryu controller was running. In ONOS and POX control-
lers, the content of the first message about the messaging 
was seen, while the content of the messages following could 
not be found in the network flow. Finally, in the test envi-
ronment where the OpenDaylight controller was running, 
all messaging information was included on the southbound 
interface, and it gave the most useful results in terms of 
reaching the message contents.

Table 2 shows that the percentage of the number 
of packets compared to the whole scenario is mostly 
in the southbound interface in the scenario where the 
OpenDaylight controller is used. In a forensic method, 
which is aimed to be created by focusing only on the 
southbound interface, it can be evaluated that the size 
of 70% of the packets will not provide a great advantage. 
However, it is a fact that a 30% packet size can also be 
beneficial for forensic investigations in terms of speed 
and storage in structures with very large data sizes. On 
the other hand, considering that the main purpose of a 
forensic process is primarily to obtain the desired data, the 
OpenDaylight controller gave the most successful results 
even though the data size and the number of packets were 
high in this experimental environment.

Port Scanning Forensics Process
Nmap is an open-source tool for network scanning and 

vulnerability detection. Nmap is used in an environment 
to discover devices and the services they offer, find open 
ports, and scan for security risks. Nmap is also used by 
malicious users who want to explore the network before 
attacks. In the same test environment, all devices on the 
entire IP block (10.1.1.0/24) were scanned with Nmap, 
including version information and delay information. Then 
all the data was captured, and port scan results were exam-
ined for all controllers.

Figure 5 shows the experiment in which the port scan-
ning and interpretation process is repeated for all control-
lers. All four controllers were run in the same topology, and 
the lowest latency as a result of Nmap scans was determined 
in the environment where the OpenDaylight controller was 
running. In the same experiment, all necessary data, such 
as time, source, and destination, were accessible by the 
southbound interface in all controller scenarios. In addition 
to accessing this data, time information were present in all 
controllers’ southbound interface packets. With the help of 
Wireshark, filters can be based on many parameters such 
as MAC address, IP address, and interface. In this way, no 
detail is overlooked. Although no results were obtained in 
the scans made with the h1 in IP address over the control-
lers, Wireshark allowed for detailed searches with the MAC 
address yielding the relevant IP address information.

Figure 4. Messaging content forensics experiment process.

Table 2. Message content forensics experiments packet 
count and size information

Controller Southbound 
Interface Packets 
(%)

Southbound Interface 
Packet Size (%)

Ryu 57.7 60
ONOS 64.3 84.4
OpenDaylight 77.3 70
POX 49 62

Figure 5. Port scanning forensics experiment process.
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As shown in Table 3, the highest number of packets and 
the percentage of all traffic of the related test was in the 
southbound interface of the environment where the Ryu 
controller was running. Also, the least number and per-
centage of packets occurred in the OpenDaylight controller.

In the test environment using the Ryu controller, the 
southbound interface packet size was 80% of the packet size 
of all flowing traffic. In addition, OpenDaylight controller 
resulted in 63% where the lowest percentage occurred.

Although the scan was for the hosts based on the IP 
address, for this scenario, the environment in which the 
average lowest number of packets occurs, especially for the 
switch interfaces to which the hosts are connected, stood 
out as the environment where the Ryu controller is located. 
The difference in the number of packets accumulated on 
the hosts for the same scan in the environment where Ryu 
was running was almost three-fold. (157 packets host2 vs. 
479 packets host9). The difference in the number of packets 
is striking. Although the rates close to this situation are seen 
in the environment where POX and OpenDaylight control-
lers are running, in the environment where the ONOS con-
troller is running the number of packets passing through 
the interfaces of the hosts was almost the same and around 
525 packets. This result reveals how much of a difference 
the same network functions can make with only a change 
of controller.

In order to establish a forensic system with only the 
data to be obtained by the host, the Ryu controller is more 
advantageous in terms of the number and size of the pack-
ets. In this experiment, where all the necessary informa-
tion is accessed through the switches and the controller, 
the OpenDaylight controller can provide an advantage if 
southbound interface data is desired to be retrieved because 
OpenDaylight performed this analysis with the lowest 
number of packets and the lowest size, with the lowest delay 
against the scans.

Web Server Scan Forensics Process
A scan was performed from host16 for the web server 

running on host1 using an open-source security vulnera-
bility scanner named “Nikto”, which scans for basic secu-
rity vulnerabilities on the basic HTTP server installed on 
a host in the topology. Then, all the data was captured and 

web server scan results were examined. Figure 6 shows the 
test processes for all controllers, including the web server 
scan and the examination of the packets resulting from the 
scan. In terms of the result obtained from the application, 
it showed the same result in the topology with four con-
trollers, and the scanning results were the same. The scan 
results in all scenarios had the necessary information on the 
switches to reveal the scans as well.

In the scenario with the Ryu controller, the southbound 
interface had only 0.1% of all packets, but no information 
about the vulnerability scan could be detected. However 
in the OpenDaylight controller, packets that were consid-
ered suspicious due to their structure were detected, but the 
source and destination addresses could not be reached in 
the packet detail.

On the other hand, in scenarios with ONOS and POX, it 
was possible to access necessary information such as source 
and destination address, suspicious packet detection, and 
time information. However, the ONOS controller detected 
this detection with 0.42% of the total number of packets in 
the scenario in the southbound interface, while the POX 
controller made this detection with a ratio of 35.4%. This 
shows that ONOS is the most suitable controller selection 
in terms of forensics in the relevant scenario.

It was a remarkable result in the experiments that the 
web server scan took 8-10 times longer in the POX con-
troller than in other experiments. In addition, in the exper-
imental environment where the POX controller is used, the 
number of packets circulating on the network is more than 
three times as many as the number of packets in the exper-
imental environment where the Ryu controller is used, and 
more than twice as many as the experimental environment 
where the ONOS controller is used.

Denial-of-Service Attacks Forensics Process

TCP SYN Flood Attack
A simulation of denial-of-service (DoS) attacks, was 

performed with the open-source hping3 tool. In this attack, 
packets with a fake source IP address were sent to a host in 
flood, and whether the communication from another host 
to the related host and peripheral units was interrupted was 

Table 3. Port scanning forensic experiments packet count 
and size information

Controller Southbound 
Interface Packets 
(%)

Southbound Interface 
Packet Size (%)

Ryu 56.6 80.2
ONOS 40.7 75.3
OpenDaylight 33.25 63
POX 44.6 69.7

Figure 6. Web server scan forensics experiment process.
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analyzed. The attack is a DoS attack based on the attacker’s 
transmission of SYN packets and no SYN-ACK response. 
The network flow experienced during the attack was sub-
jected to packet inspection as in all scenarios and tests. 
Figure 7 shows the general information about the process of 
DoS attacks carried out with three different methods detailed 
under three headings in this study. Additionaly, the process 
of detecting communication interruption is carried out in 
experimental environments with different controllers.

Scenarios for all controllers were completed and com-
munication was not interrupted in any scenario. The lowest 
bandwidth, which was 1.5 Gbits/s between the hosts, was 
effective in not interrupting the communication. Details 
such as the source, destination address, and time informa-
tion of the attack were detected together with the fake IP 
address of the attacker in the southbound interface sec-
tion in all controller scenarios. The “ACK Flag is not set” 
warning was seen among the packets and the attack type 
appeared with this information.

The Ryu controller also managed to gather the neces-
sary information with 0.02% of the total number of packets 
in its scenario. Ryu also managed to provide the lowest val-
ues in this attack in terms of average packet size and total 
packet size. While the average southbound interface packet 
size was 119Bytes in the Ryu scenario, this value was the 
highest at 285Bytes in the POX scenario.

Spanning Tree Protocol (STP) Attack
After this attack, denial-of-service attacks on control-

lers continued with different methods other than packet 
flooding, and the tool “yersinia” was again subjected to 
forensic examination for four controllers in two different 
scenarios. The first of these attacks was performed by a 
BPDU (Bridge Protocol Data Unit) attack prepared against 
the Spanning Tree Protocol (STP) of the Yersinia tool. 
STP protocol shares port states via BPDU to avoid loops 
on Layer 2 devices. As soon as the attack started, approx-
imately 25.000 BPDU packets per second were sent to the 
target for decommissioning.

Although it was the same attack in the same topol-
ogy used in the OpenDaylight controller, a dramati-
cally decreased number of packets were created on the 

southbound interface compared to other controllers. 
Suspicious packet information occurred in all scenarios 
with fake source addresses, but although many STP packets 
appeared in all other controllers in the southbound inter-
face, they were not visible in the OpenDaylight controller, 
providing missing information for detecting the attack.

In the ONOS scenario, the ONOS controller pro-
vided the necessary information with 6.8% of the number 
of packets in all traffic and 11.6% of the total size. In the 
scenarios where other controllers were used, although the 
communication was disabled during the attack, there was 
no failure in the communication in the scenario where the 
ONOS controller was used.

Cisco Discovery Protocol (CDP) Table Attack
Finally, the CDP table attack was performed, which was 

prepared by the yersinia tool. CDP is used to share infor-
mation about other directly connected network equipment 
that supports it, such as operating system versions and IP 
addresses. The main purpose of the attack is to reach a large 
number of neighbor requests in a short time to the victim’s 
device and to run out of resources, halt tasks, and ultimately 
cause the system to be out of service.

Similar to the STP attack scenario, there was no down-
time when the ONOS controller was. However, no trace 
of attack was found in southbound interface packets in 
the ONOS controller scenario. While this was also true 
for OpenDaylight, it was obvious that CDP packets were 
flooded on the southbound interfaces of Ryu and POX con-
trollers. Meticulous investigations revealed that, in addition 
to suspicious packets from many different sources, there 
were packets that were directly called CDP packets that 
could easily guide the forensic analysis.

Throughout the attacks, communication was disabled 
in the POX scenario and never came back. In the Ryu sce-
nario, communication was lost and after the attack was ter-
minated, the communication between the hosts was still cut 
off and partially restored. In the OpenDaylight scenario, 
communication was lost during the attack but returned 
after the attack was over.

In summary, Ryu was the only controller that stood out 
in terms of forensic analysis. No controller fully provided 
both the criterion of continuing to serve, which is one of 
the important criteria in terms of forensic analysis, and the 
supply of valuable data in terms of the accumulation of data 
in the southbound interface at the same time.

EVALUATION AND RECOMMENDATIONS

While forensic computing is continuing to gain impor-
tance and with the difficulty of storing the expanding data 
size in the environment of the most popular four soft-
ware-defined network controllers, the experiments done 
with these four controllers show results that support some 
examples in the literature with more details regarding 
forensic computing. The process of testing the durability 

Figure 7. DoS attacks forensics experiment process.
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of the controllers during routine forensic operations and 
attacks and revealing their differences by examining them 
in terms of forensic information was done for the first time.

To interpret the whole process, data collection was on 
the main focus, which is an important early stage of forensic 
processes. Table 4 shows how the information and attacks 
in experiments can be obtained in the southbound interface 
packets of four different controllers directly or by interpret-
ing the obtained packet information. The information in 
the table shows that in routine communication and attack 
scenarios, the highest detection success in southbound 
interface-oriented packets is achieved in experiments using 
the POX controller. The Ryu controller did not achieve 
detection using southbound interface packets in two of the 
scenarios, while OpenDaylight and ONOS were unable to 
detect CDP attacks. In experiments, routine communica-
tion could be detected on the southbound interface in every 
scenario using each of the different controllers, whereas the 
CDP attack was the most difficult experiment to detect in 
southbound interface packets.

Beyond the most obvious parameters of forensic pro-
cesses, such as attack detection, source, and target, it is also 
important that these detections can be made as quickly as 

possible and with as little data as possible. Although exper-
iments were carried out on the same topology and under 
the same conditions, there were significant differences in 
the average packet size as well as the number of packets and 
packet sizes that differ from each other in the southbound 
interface, as shown in Figure 8 & Figure 9.

It was observed that the same situation even in the num-
ber of packets and packet size accumulated on the switches, 
especially in the port scanning scenario. Another remark-
able result is that the completion time of the scenario with 
the POX controller in the web server vulnerability scanning 
experiment is 8-10 times longer than the other experiments.

The fact that critical information cannot be seen on the 
controller, which is seen as the most successful in other attack 
types in some attacks, is proof that it would not be right to 
prefer a single controller for routine operations and attacks. 
The delay times were also different when the controllers 
were changed in routine communication, and lower delay 
values were obtained in different controllers in the scans. For 
example, when there was no operation on the network, the 
Ryu controller provided the lowest latency, while the lowest 
latency in Nmap scanning was provided in the environment 
where the OpenDaylight controller was running.

Figure 8. Southbound interface packets’ percentages in all 
test traffic.

Figure 9. Southbound interface packet sizes’ percentages in 
all test traffic.

Table 4. In the tests applied, whether the relevant scenario could be detected in the southbound interface of each controller 
(+ Detected, ± Partially Detected, - Undetected)

Detection Status in Scenario 
(Southbound Interface)

Ryu ONOS OpenDaylight POX

Routine Communication + + + +
Message Content Reading - ± + ±
Port Scanning + + + +
Web Server Scan - + ± +
TCP SYN Flood + + + +
STP Attack + + ± +
CDP Attack + - - +
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While there was a difference of up to 3 times in one 
controller in the same experiment between the number 
of packets of the switch interfaces to which the hosts are 
directly connected, there was almost no difference in the 
same experiment, while another controller was operating.

As shown in this study, which also focuses on packet 
size and number, the small number of packets or the small 
size of the packet does not mean much in terms of forensic 
analysis. For example, the necessary determinations could 
not be made in the Ryu controller scenario with the lowest 
packet size and number in the web server scan. Despite this 
situation, it is an important part of the forensic method in 
software-defined networks.

Table 5 shows an observational comparison where 
the most valuable results were obtained. It focuses on the 
controller with the lowest packet number, size, and per-
centage, the controllers which have the communication 
and attack information, time information, source-destina-
tion information, and where the system is disabled in the 
attack experiments and the southbound interface analysis. 
There are serious differences between the results from the 
experiments, and these conclusions can be a useful guide 
for researchers who will work in this context to choose the 
controller that best fits their usage ideas. Below, is a brief 
discussion of the results presented in Table 5.
•	 The lowest percentages of packet count and size obtained 

from the southbound interface are in the OpenDaylight 
controller, and Ryu follows the OpenDaylight controller.

•	 Obtaining time information is clearly critical in foren-
sic computing. The information about the experiments 
performed on the packets obtained from the south-
bound interface can be accessed a large majority of 
the time. The inaccessibility of time information as a 
parameter related to the inability to detect the exper-
iment. The results show that there will be no lack of 

time information in packets from the southbound 
interface. Reaching the source and target packets can 
be considered as a parameter depending on the exper-
iment not being detected and the time information is 
not being reached. As an exception to all experiments, 
in the scenario where the OpenDaylight controller was 
used for web server scanning, the source and destina-
tion addresses could not be reached in the southbound 
interface packets.

•	 It is also important that the system from which the data 
will be retrieved is not out of service as a result of the 
attacks. Although the data is obtained not directly from 
the system itself but from the data flowing on the net-
work, the deactivation of a centralized system such as a 
controller will lead to incomplete data. Some controllers 
went out of service shortly after some denial-of-service 
attacks started. The out-of-service controllers started 
to serve again after the attack ended, and in some of 
them, the communication was partially or completely 
restored. This shows that availability is a priority and an 
important issue for forensic investigations.

•	 Overall, controllers that produced the best results in 
experiments considering all the forensic features are 
mentioned. The OpenDaylight controller was the most 
successful in three of the seven different experiments, 
the ONOS controller in two experiments, and the Ryu 
controller in one experiment. In the last experiment, no 
controller was successful in terms of forensic comput-
ing. According to the focus of new studies, it will be pos-
sible to determine which controller will be more useful 
with the help of this table as it summarizes attacks car-
ried out for the first time with different controllers.
Another issue that can be addressed beyond examining 

the results of all these experiments is why there are differ-
ences in these results. When these reasons are handled in 

Table 5. The general result of applied experiments and attacks

Detection Status in 
Scenario/
Southbound 
Interface

Lowest 
Packet Count 
Percentage

Lowest Packet 
Size Percentage

Information About the 
Scenario

Time Information 
Obtainable

Source-Target 
Information 
Obtainable

Non-disabled 
Controllers

Best Controller 
for Southbound 
Forensics

Routine 
Communication

OpenDaylight OpenDaylight Ryu, ONOS, 
OpenDaylight, POX

Ryu, ONOS, 
OpenDaylight, POX

Ryu, ONOS, 
OpenDaylight, POX

N/A OpenDaylight

Message Content 
Reading

POX Ryu OpenDaylight, ONOS 
(partial), POX (partial)

OpenDaylight, ONOS 
(partial), POX (partial)

OpenDaylight, ONOS 
(partial), POX (partial)

N/A OpenDaylight

Port Scanning OpenDaylight OpenDaylight Ryu, ONOS, 
OpenDaylight, POX

Ryu, ONOS, 
OpenDaylight, POX

Ryu, ONOS, 
OpenDaylight, POX

N/A OpenDaylight

Web Server Scan Ryu Ryu ONOS, POX, 
OpenDaylight 

ONOS, POX, 
OpenDaylight 

ONOS, POX N/A ONOS

TCP SYN Flood Ryu Ryu Ryu, ONOS, 
OpenDaylight, POX

Ryu, ONOS, 
OpenDaylight, POX

Ryu, ONOS, 
OpenDaylight, POX

Ryu, ONOS, 
OpenDaylight, 
POX

Ryu

STP Attack OpenDaylight OpenDaylight Ryu, ONOS, POX, 
OpenDaylight (partial)

Ryu, ONOS, 
OpenDaylight (partial), 
POX

Ryu, ONOS, 
OpenDaylight, POX

ONOS ONOS

CDP Attack OpenDaylight OpenDaylight Ryu, POX Ryu, POX Ryu, POX ONOS -
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the focus of this study, even though they are in the same 
topology in cases such as detecting, packet size, number of 
packets, and not being out of service, the big differences 
experienced only with the controller change can also create 
new study areas. To determine the reasons for the differ-
ences that come with the controller change, it will be useful 
to focus on the development of the controller, which is the 
only parameter that changes in the processes. In addition to 
OpenDaylight and ONOS controllers using the Java infra-
structure, the development process of the related software 
is at the forefront of the differences that occur in the sce-
narios where the Ryu and POX controllers developed with 
the python language are used. This situation may cause 
differentiation of the logs to be obtained from the software 
directly on the controllers themselves. Even though the data 
obtained from the network environment contains major 
differences, this can be considered a threat in terms of the 
development of forensic processes in software-defined net-
works. In addition, although the communication between 
the control layer and the data layer is realized through 
OpenFlow, additional information, routing method differ-
ences, and other added rules specific to the controller also 
differentiate the forensic data that can be detected beyond 
the packet size and number.

The results of this study, which are shown for the first 
time in the literature, are also likely to be guiding in the field 
of software-defined network forensics. For example, exam-
ining the topology type change in terms of software-de-
fined network forensics and conducting studies on the 
change of forensic view capabilities as a result of the change 
of OpenFlow versions while using the same controller will 
increase forensic knowledge in the literature. In addition, it 
is possible to make improvements by transferring the good 
aspects of controllers in terms of forensic computing to other 
weak controllers in modules. Considering the differences in 
the experiments, it is extremely important to progress start-
ing from the controller development stage and to consider 
a minimum forensic meeting expectation for all controllers 
as a standard to strengthen forensics in software-defined 
networks. This will prevent the differences in forensic detec-
tion shown in Tables 4 and 5, as well as the differences in the 
number and size of packets in Figures 8 and 9.

CONCLUSION

Network forensics has great potential in the SDN realm, 
but to fully exploit this potential, it is necessary to know the 
limitations and capabilities of SDN components in foren-
sics. The controller is the most critical component in SDN as 
it maintains a central view of the entire network and makes 
forwarding decisions. In this study, for the first time in the 
literature, seven different experimental attack scenarios 
were applied with four different controllers, and the pack-
ets captured over the data layer and southbound interface 
were examined in detail. In doing so, the important issues 
in terms of forensics, such as packet size, source-target 

detection, attack and attacker information, and the effects 
of denial-of-service attacks, took into account.

This study focuses on the ability to obtain the most 
meaningful communication data from the smallest possi-
ble size and number of packets. The speed of obtaining this 
data is also extremely important for live attack detection 
and affects the integrity of the entire network in commu-
nication. The results of experiments that were done with 
these points in mind show that different controllers show 
advantages and disadvantages in terms of event detection, 
packet size or service delivery in different tests, and dif-
ferences between controllers in southbound interface-ori-
ented forensic processes. The ONOS controller, one of the 
four different controllers, was used for the first time in this 
study, where data such as packet size, number and percent-
age, and information about it are shared. Another novel 
contribution of this study is an examination of the kind of 
information that can be accessed during routine operations 
and during cyber attacks and where this information can 
be obtained from in the network. This study also shows the 
new result about the service status of the four controllers 
during cyber attacks and reveals that the controllers also 
exhibit differences in terms of service continuity and qual-
ity. It would be beneficial to ensure that controllers meet 
certain standards to be dependable in forensic investiga-
tions while also being adaptable according to the laws and 
regulations of different states.

The experiments show that there may be information defi-
ciencies in some controllers and scenarios if the data is taken, 
collected, and stored only from the southbound interface, 
ignoring other data sources. However, as a common result, 
focusing on the southbound interface in terms of forensics 
in SDN will be the right choice due to its advantages, such as 
service delivery, detection, and log size. This will enable the 
necessary inspections to be carried out from a single point, 
with high quality, low overhead, and in a vendor-independent 
manner. On the other hand, contrary to the claims in certain 
previous studies, it is not correct to accept any single controller 
as the most successful option in terms of forensics.

It is essential to examine the reasons for these differ-
ences in terms of forensic information and to design an 
SDN controller that provides optimum benefit in terms 
of forensic information. The implementation of a forensic 
management system as a general protocol will be of great 
benefit, considering the rapidly increasing use of SDN 
infrastructures. In this context, it is planned that these stud-
ies will continue, taking into account the specific situations 
of the application layer.
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