TESTING OF TREE-SEED ALGORITHM ON P-MEDIAN BENCHMARK PROBLEMS
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ABSTRACT

This paper presents an application of tree-seed algorithm (TSA) - which is based on the relation between trees and their seeds- on the P-median benchmark problems. To the best knowledge of the authors, this is the first study which applies TSA to the P-median problem. In this paper, different P-median problem instances are generated to show the applicability of the TSA. The experimental results are compared with the optimal results obtained by GAMS-CPLEX. Also, TSA is applied on data sets from ORLibrary, and then the obtained and known optimal results are compared. The comparisons demonstrate that the TSA can find optimal and near-optimal values for the small and medium-sized problems, respectively.

Keywords: Location and allocation, meta-heuristic, P-median problem, tree-seed algorithm.

1. INTRODUCTION

The P-median problem is one of the well-known problems in facility location problem types. Numerous versions of the P-median problem are defined in the literature and it has been shown that, it belongs to the class of NP-hard problems [1]. To find acceptable solutions for the P-median problem in a reasonable time, genetic algorithm [2]; simulated annealing [3]; ant colony optimization[4]; tabu search algorithm [5]; artificial bee colony [6] and particle swarm optimization [7] are applied by the researchers. Besides aforementioned well-known meta-heuristic approaches, there have been also other approaches, which can be applied or tested for facility location problems. One of the approaches includes improvement, such as genetic algorithm proposed by Alp et al. [8]. With respect to the study, modified genetic algorithm has desired properties such that simplicity, generating solutions and being fast by improving decision process of population size and crossover part. In the study, proposed algorithm consists of three main components which are sub-gradient column generation, core heuristic and aggregation.
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heuristic [9]. Another study that utilizes method consists of genetic algorithm with two dimensional representation and it manages to reduce the cost by 40.55% in the proposed case [10]. One of the example for application of P-median problem in real life is published by Afify et al. [11]. In this aspect, another application can be given as planning of emergency service backup systems in order to provide the response time and service quality [12]. The main contribution of this study is giving an evolutionary learning technique that provides receiving optimal or near optimal solution in a short time for facility location problems under disruption.

TSA is one of the recent nature based meta-heuristic approaches that is proposed by Kiran (2015). There are only a few papers in the literature which uses TSA such as; structural damage identification problem [14], li-ion battery parameter problem [15], power system problem [16] and uncapacitated facility location problem [17].

In this paper, TSA is applied to the P-median problem for the first time in the literature. Aim of this paper is to demonstrate the applicability of TSA on P-median problem. Therefore, from the gathered results, it can be said that applying further improvements and modifications on TSA makes it possible to reach optimal solution or near optimal solution in affordable time. Our motivation in this study is to apply a novel approach to solve P-median problem which is Tree-seed algorithm. The main reason behind our motivation is that TSA has not been applied on P-median before. The rest of the paper is structured as follows. Mathematical model of the P-median problem is given which is utilized as fitness function in TSA in Section II. The steps of TSA are presented in Section III including population generation and general behavior of TSA in solution space. Computational results of TSA on several P-median data sets are shown in Section IV and finally, conclusion and suggestions for further research are given in Section V.

2. P-MEDIAN PROBLEM

Facility location problems can be classified; according to their objective functions (minisum, minimax, covering constraints); time horizon as static and dynamic; hierarchy in facilities and; containing stochastic elements as probabilistic and deterministic [18]. In Figure 1, classification of facility location problems is demonstrated.

![Figure 1. Classification of location problems [19; 20]](image)
The P-median problem is a network problem that was originally designed and has been extensively applied to facility location problems [21]. The P-median problem seeks to define the number of \( p \) candidate facility (source nodes) to be opened, and which customers (nodes) will be assigned to each facility while minimizing the total distance/cost [22]. The problem formulation is given as follows [23]:

**Decision variables:**

\[
\begin{align*}
y_k &= \begin{cases} 
1, & \text{if source node } k \text{ is selected (} \forall k \in K \}\end{cases} \\
x_{ik} &= \begin{cases} 
1, & \text{if demand node } i \text{ is assigned to source node } k \ (\forall i \in K, \forall k \in K) \\
0, & \text{otherwise}
\end{cases}
\end{align*}
\]

**Parameters:**

\[d_{ik} = \text{Distance between source node } k \text{ and demand node } i\]

\[p = \text{Number of source node to be opened}\]

**Objective function:**

\[
\begin{align*}
\text{Min } Z &= \sum_{i \in I} \sum_{k \in K} d_{ik} x_{ik} \\
\text{Subject to} & \\
\sum_{k \in K} x_{ik} &= 1 \quad (\forall i \in K) \\
x_{ik} &\leq y_k \quad (\forall i \in K, \forall k \in K) \\
\sum_{k \in K} y_k &= p \\
y_k, x_{ik} &\in \{0, 1\} \quad (\forall i \in K, \forall k \in K)
\end{align*}
\]

The objective function (1) is to minimize total distance. Constraint (2) provides the assignment of each demand node to a source node, while Constraint (3) provides the assignment of demand nodes to the opened source nodes. Constraint (4) determines the number of source nodes which should be opened. Constraint (5) is the constraint of the decision variables.

3. THE TREE-SEED ALGORITHM

TSA is the population based meta-heuristic algorithm which is inspired from the trees and their seeds. Initialization, seed production mechanism and replacement procedure are the main parts that the algorithm contains. In the initialization part, trees are placed in the search space and their fitness values are calculated. After the initialization part, seed number for each tree is decided and comparison between seeds and tree is done with respect to their fitness values. In the last part, comparison is done between the trees and their seeds according to the fitness values. After comparison, if the seed has a better fitness value, seed takes the place of parent tree. Otherwise, parent tree preserves its place. Another aspect is the parameters that required to be decided according to problem type, parameters can be expressed as \( ST \) (control parameter between \([0-1]\) interval), \( NS \) (number of seeds produced for tree), \( D \) (dimensionality of problem) and \( \text{max} \_\text{FEs} \) (referred as iteration) [17]. \( NS \) and \( ST \) are used for convergence and exploitation purposes. It can be summarized as “when \( ST \) is close to 1, the algorithm provides a fast convergence and this is useful for lower dimensional optimization problems. If \( NS \) is a higher number, the effective local search is provided” [17]. Following flow chart (Figure 2) demonstrates the working principle of the TSA.
First two parts in the flow chart belongs to the initialization phase. In that process, trees are generated randomly in solution space and parameters are settled according to the problem type.
Following five parts belongs to the seed production mechanism phase, which includes working procedure of seed production and selecting best seeds to be tree in the next generation. The last parts consist of replacing the seed that has a better value than its parent.

4. COMPUTATIONAL ANALYSIS

In order to investigate the performance and accuracy of applied TSA, 10 P-median problems with different node sizes are generated. All the test problems are coded and solved in MATLAB 2018b. To make a comparison, the test problems are also run by using GAMS-CPLEX optimization package program. The parameters of TSA ST, NS and max_FEs are decided as 0.1, 100 and 100000 respectively. All of the runs are conducted on a server with 2.7 GHz Intel Core processor and 2 GB of RAM. The results of two applications are given in Table 1. First three columns in Table 1 show the problem name, size and the number of \( p \), while the other four columns show the objective function values and computation times required for GAMS-CPLEX and TSA, respectively. The gap between two objective functions values are given in the last column. After the test application of TSA on generated data, TSA is applied on the forty Pmed data sets from OR-Library and comparison is made in the same way with the randomly generated data set. Results for Pmed data sets are demonstrated in Table 2. The gap is the percentage of the deviation from the optimum solution for the obtained best solution from the algorithm and it is calculated as follows:

\[
Gap = \frac{f(sol) - f(opt)}{f(opt)} \times 100
\]

where \( f(opt) \) is the optimal solution obtained by GAMS-CPLEX, \( f(sol) \) is the best solution obtained by the TSA at the end of the run. In Table 1, the objective function values obtained by GAMS-CPLEX are optimal. According to the Table 1, TSA can find the optimal solutions in 3 problems. However, the optimal solutions cannot be obtained in the rest 7 problems. The gap values between two solutions are shown in the last column of Table 1. As can be seen, 23.56% gap value which is found in last test problem is the maximum value. In Table 2, it is illustrated that TSA is applicable for uncapacitated P-median problems. From the Table 2, it can be seen that application of TSA on small and medium size data sets is more effective and efficient. For the big data sets, deviation from the optimal solution gradually increases. In addition, the performance of TSA is inversely correlated with number of the medians. For the data sets that include five medians, TSA find the optimal and near optimal solutions. However, with the increase in number of medians, deviation from optimal solution inclines.

<table>
<thead>
<tr>
<th>Problem</th>
<th># of nodes</th>
<th>( p )</th>
<th>( \text{Obj. Func. Value} )</th>
<th>( \text{CPU Time} )</th>
<th>( \text{Obj. Func. Value} )</th>
<th>( \text{CPU Time} )</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pm1</td>
<td>100</td>
<td>5</td>
<td>9121</td>
<td>0.62</td>
<td>9121</td>
<td>1.61</td>
<td>0.00</td>
</tr>
<tr>
<td>Pm2</td>
<td>100</td>
<td>10</td>
<td>6186</td>
<td>0.88</td>
<td>6186</td>
<td>162.16</td>
<td>0.00</td>
</tr>
<tr>
<td>Pm3</td>
<td>100</td>
<td>15</td>
<td>4964</td>
<td>0.93</td>
<td>5544</td>
<td>224.01</td>
<td>11.68</td>
</tr>
<tr>
<td>Pm4</td>
<td>100</td>
<td>20</td>
<td>4456</td>
<td>1.00</td>
<td>5047</td>
<td>170.98</td>
<td>13.26</td>
</tr>
<tr>
<td>Pm5</td>
<td>100</td>
<td>25</td>
<td>2571</td>
<td>1.00</td>
<td>3080</td>
<td>106.12</td>
<td>19.80</td>
</tr>
<tr>
<td>Pm6</td>
<td>200</td>
<td>5</td>
<td>12809</td>
<td>6.24</td>
<td>12809</td>
<td>33.65</td>
<td>0.00</td>
</tr>
<tr>
<td>Pm7</td>
<td>200</td>
<td>10</td>
<td>10163</td>
<td>7.75</td>
<td>10324</td>
<td>605.17</td>
<td>1.58</td>
</tr>
<tr>
<td>Pm8</td>
<td>200</td>
<td>15</td>
<td>7830</td>
<td>2.30</td>
<td>8537</td>
<td>147.56</td>
<td>9.03</td>
</tr>
<tr>
<td>Pm9</td>
<td>200</td>
<td>20</td>
<td>6389</td>
<td>4.19</td>
<td>7388</td>
<td>598.67</td>
<td>15.64</td>
</tr>
<tr>
<td>Pm10</td>
<td>200</td>
<td>25</td>
<td>5182</td>
<td>2.63</td>
<td>6403</td>
<td>201.60</td>
<td>23.56</td>
</tr>
</tbody>
</table>

In Figure 3, the TSA and GAMS-CPLEX results are compared. The data-set which is utilized for test on TSA starts with small sized data and then, gradually become bigger accordingly Pm1
to Pm10. The GAMS-CPLEX results are the optimum ones. Therefore, from the Figure 3, it can be said that TSA algorithm is affective for small and medium sized data-sets. However, for the large sized data sets, deviation from the optimum solution rapidly increases.

**Figure 3.** Comparison results

**Figure 4.** CPU time comparison

The CPU time for both GAMS-CPLEX and TSA is given in Figure 4. From the Figure 4, it can be realized that GAMS-CPLEX follows straight line. However, for TSA, line decreases for
data-sets with low number of medians and shows a behavior of climbing when the number of medians begins to increase. Data-sets which are utilized in this study can be downloaded from http://ibs.gantep.edu.tr/duyuru/files/articles/pmed-matrisler12669.rar.

In Figure 5, it is shown that the results from application of TSA on OR-Library data sets and optimal solutions for these data sets retrieved from OR-Library. From the Figure 5, it can be said that the Gap increases with the increase in number of medians. Also, it can be seen that the Gap is affected by the size of the data sets but not as much as effect of the number of medians. For the Pmed (1-6-11-21-26-31-35-38), optimal or near optimal solutions are found. When we take these data sets into consideration, it can be easily said that these data sets include low number of medians. For the CPU times, it can be observed that it is affected by both size of the data sets and number of the medians. In Table 2, examining the last column, it can be acknowledged that the size of data sets and number of medians is effective on CPU time. Results show that, with the increase in number of medians, deviation also increases from the optimal solution accordingly. In addition, optimal and near optimal solutions can be reachable with the current state of the TSA. By taking aforementioned interpretations of results into consideration, it can be said that TSA can cope with the convergence to optimal solution depending on the searching place in solution space. However, exploration part of TSA can be considered as weak by examined the increasing deviation with increasing number of medians and nodes.
4.1. Experimental Design for TSA

From Figure 6 to Figure 15, the comparison is done between the parameters by increasing Search Tendency (ST) which leads fast convergence and max_FEs leading incline in iterations. In general, when ST increased, gathered solution from the algorithm decreased and became close to the optimal value or the optimal solution is found. For testing the effect of change in parameter on obtained results from the TSA, Pmed1 to Pmed10 datasets are taken into account. For the small size of datasets, effect of the parameter setting is not clearly observed because of reaching optimal solution without any need of increasing iteration or ST.
Figure 6. Pmed10 parameter alteration

Figure 7. Pmed9 parameter alteration

Figure 8. Pmed8 parameter alteration
Figure 9. Pmed7 parameter alteration

Figure 10. Pmed6 parameter alteration

Figure 11. Pmed5 parameter alteration
Figure 12. Pmed4 parameter alteration

Figure 13. Pmed3 parameter alteration

Figure 14. Pmed2 parameter alteration
For the Pmed2 and Pmed3, it can be expressed that after ST=0.6, the number of iterations do not have a major effect on the results. However, for ST less than 0.6, the results converge the optimum value rapidly with an increase in number of iterations. For both datasets (Pmed2-3), increase in ST gives a better solution close to the optimal. For the Pmed4 and Pmed8, there is a drastic decrease, when ST=0.8. The common feature for both datasets is having 20 centers. Therefore, it can be said that for datasets that have medium or large sized number of centers, ST=0.8 provides better improvement, means incline in ST provides a better improvement in results medium and large sized center datasets compare to datasets contains small number of centers. In addition, for the small value for ST, number of iteration has an effect. However, for the big values for ST, number of iteration has slightly affects the results.

5. CONCLUSION

In this paper, one of the novel meta-heuristic approaches, namely TSA, is applied to the P-median problem for the first time in the literature. The main objective of this study is to test the applicability of TSA on P-median problems. To do so, small and medium sized test problems are generated. The obtained results are compared with the optimal results obtained by GAMS-CPLEX. In addition, TSA is applied on forty data sets received from OR-Library. While the optimal solutions are achieved for a few test problems, near optimal solutions are obtained for the medium sized test problems. Further work can include modifications of the TSA that covers the updating the step stone solution to move next feasible solution by managing inheritance from the parent tree and providing better initial population. Therefore, TSA can be improved for the large sized test problems. During the application of TSA, confronted obstacles derives from the structure of TSA design which is for continuous problems, inadequate properties of used computer and integration of P- median problem into TSA. Shortcomings of the study can be expressed as applied TSA shows a low performance on large sized problems compared to medium and small sized problems considering the elapsed time and Gap.
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