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ABSTRACT

The purpose of this paper is to define the spaces Vfo (p) and Vf (p) by using de la Valée poussin and

invariant mean. Furthermore we characterize certain matrices in 0//10)Oo which will up a gap in the existing

literature.
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1. INTRODUCTION

Let w denote the set of all real and complex sequences x = (xk) . By |00 and C, we denote
the Banach spaces of bounded and convergent sequences X = (xk) normed by

|| X ||I= sup | Xy |, respectively. A linear functional L on |w is said to be a Banach limit [1] if
it has the following properties:

1 L(x)20if n>0 (ie. x, =0 forall n),

2. L(e) =1 where e =(1,1,...),

3. L(Dx) = L(x), where the shift operator D is defined by D(x,) ={x, 1}

Let B be the set of all Banach limits on ¢, . A sequence x e (, is said to be almost

convergent if all Banach limits of x coincide. Let ¢ denote the space of almost convergent
sequences. Lorentz [8] has shown that

¢= {x el :lim d,,(x) exists uniformly in n}
m
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where

*n tXng X2 Tt Xnm

mn ()= m+1

If Pk is real and Py > 0, we define ( see, Maddox [9] )

Y S Pk _
o (9) =i o * =
and
c(p)={x: lim |x —I|pk =O,forsome|}
k—saol K
If py isreal suchthat py, >0 and sup py, < oo, we define (see, Nanda [13])
P
¢ (p) = {X : im ‘dm n(x)‘ M = 0, uniformly in n}
—>00 !
and
c( p) = {x: lim ‘d (x- Ie)‘ Pm = 0, for some l,uniformly in n}.
m-—o0 m,n

Shaefer [23] defined the o -convergence as follows: Let o be a one-to-one mapping from

the set of natural numbers into itself. A continuous linear functional ¢ on | is said to be an

invariant mean or a o -mean provided that

(i) #(x) >0 when the sequence x = (x, ) is such that X 2 0 for all k,
(ii) ¢(e) =1 where e = (1,1,1,...), and
(iii) p(x) = qﬁ(xo_(k)) forall x el .

We denote by V. the space of o -convergent sequences. It is known that x e V. if and only

=%, —>alimit
oK)

as m — oo, uniformly in n . Here ak(n) denotes the k th iterate of the mapping o at n .
A o - mean extends the limit functional on ¢ in the sense that ¢(x) = limx forall xec if

and only if o has no finite orbits, that is to say, if and only if , forall n >0,k >1 ak n=n.

In case o is the translation mapping n — n+1, a o -mean reduces to the unique Banach

limitand V. reducesto €.

In [23], Schaefer has defined the concept of o — conservative , o —regular and o — coercive

matrices and characterized matrix classes (c,V,; ), (c,VO,)reg and (l,,V,) where V. denote
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the set of all bound sequences all of whose i nvariant means (or o — means) are equal. In [11],
Mursaleen characterized the class (c(p),V, ), (c(p),va)l,eg and (I, (p),V,) matrices which

generalized the results due to Schaefer [23].

Matrix transformations between sequence spaces have been discussed by Savas and
Mursaleen [21], Basarir and Savas [2], Vatan [4], Vatan and Simsek [5], Savas ([14],[15], [16],
[17], [18], [19].,[20] ) and many others.

Recently, Khan and Rahman [3] studied the sequence space ces[( pr),(qr):l and

investigated some properties. Let (qr) be positive sequence of real numbers for p = (pj)

with inf Pj > 0, we have

P
o | 1
Cesl:(pr),(qr)}: Xjéo (gzjzjlqk|xk| < oo
where
sz - q2j +q2j+1+q2j+2 +...+q2j+1

and > denotes summation over the range 2 <k < 2J+1. It is easy to see that this space is
J

paranormed space under the paranorm
Y l Pj ﬁ

g(x): Z _ZQk|Xk| (1.1)
- sz j

j=0

where

H:suppj <ooandM:(l,H).

If we take g, =1 for all r, then the space ces[( pr),(qr )] reduces to the space
ces(pr) studied by [6]. Also, if p, = p forall I, then the space ces[( pr),(qr )] reduces
to the space cesp due to Lim [7].

It is easy to show that ces[( pr) ,( q,)] is complete with paranorm (1.1) and it has Kothe-
Toeplitz dual ces” [( P, ). (, )] defined by

ces” I:( pr),(qr):l =<a= (ak): 'ZO[QZj mj:\x(:l;)] : B7j < forsomeB >1p.
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It can be shown that ces [( pr),(qr)] is isomorphic to ces [( pr),(qIr )] which is the

dual space of ces[(pr),(qr)],i.e., the space of all continuous linear functional on

ces[( pr)'(qr)]'

We write the following inequality which will be used later. For any B > 0and any two
complex numbers a and b, we have

t _
bl <8 8™+l 12)
1 1
where p >1 and — + - =1 (see, Maddox [9]).
p t
2. (o, 1 )-CONVERGENCE

We define the following:
Let 1 = (4y,) be a non-decreasing sequence of positive numbers tending to oo such that

Amg1 SAm+L A4 =1L
Asequence X = (Xk) of real numbers is said to be (o, A) - convergent to a number L if and

only if x e VZ , Where

V/lo— ={xely . lim tyn(X) = L uniformly inn; L = (o, 4) - limx},
m—o0

>

1
tn () = aielnxai (n)’
and I, =[n-4,+1,n] ( see, [11]). Note that c:Vf cly. For o(n) = n+l,V}fr is
reduced to the space \/AﬂL of almost A -convergent sequences and if we take o(n) =n+1 and
A=n, VU}L reduce to € (see, [8]) .

It is quite natural to expect that the sequence Vf and V% can be extended to Vf(p) and

V% (p) justas ¢ and € were extended to ¢(p) and Cq(p) respectively.

The main object of this paper is to characterize matrix transformations between some

sequence spaces. We first define the sequence spaces Vf(p) and V/% (p) (the definitions are

given below) and characterize certain matrices in (V f)w.

If ppy, isreal suchthat py, >0 and sup py, < oo, we define
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VY (p)={x: lim ‘t (x)‘Iom = 0, uniformly in n
AO .m—)oo m,n ' y

P
Vf(p) = {x: Ii_ngw‘tm‘n(x—le)‘ m - 0, for some I,uniformly in n}.

and

V) (p) = {X im0 0] ™ < 00}-
m,n

In particular, if py, =p>0 forallm, we have Vfo(p) :V%, Vf(p) =Vf and

Voo (P) = (V1 oo
3. MAIN RESULTS

Let X and Y be two nonempty subsets of the space W of complex sequences. Let
A= (ank ) , (n, k=12, ) be an infinite matrix of complex numbers. We write Ax = (Ah (x))
if Aq(x)= Zkankxk converges for each N .( Throughout >k denotes summation over K from

k=1to k=o). If Xx=(x)eX=Ax= (An(x)) €Y we say that A defines a (matrix)

transformation from X to Y and we denoteitby A: X —Y. By (X,Y) we mean the class of
matrices A suchthat A: X =Y.

We now characterize the matrices in the class (ces [( Pr ) , (qr )] , (Vf )OO) . We write
tm,n(x) = tm,n(Ax) = % a(m, n, k)xk

where

(mnk)=—
ajrm,n, _aielnaﬁi(n),k .

1 1
Theorem 31 Let 1< Pj<suppj <o and —+—=1 for

Pj 1
j=0,1,2,..Ae (ces I:( Pr ) , (qr ):' , (Vf )oo) if and only if there exists an integer B > 1 such
that

) i _t.
W(B):rs#pr)]jgo(szAj (m,n))J B J<w (3.1)
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a(m,n,k) .
where Aj (r,n) = max j and for every m, max; means maximum over

Uk
[2‘ , 2“1].
Proof. Sufficiency: Suppose that there exists an integers B >1 such that W (B) < o0. Then by

inequality (1.2), we have

o0

Zo‘a(m, n, k)xk‘ = jgoijj‘a(m, n, k)xk‘

a(m,n,k)J 1

ZQZJmaX( 0 7qu ‘Xk‘

Q. J
Pj
< B| sup -éo(szAj(m‘n)) B +j§0 —_qu |Xk|

2)

Therefore Ae(ces[ pr qr):I ( /1)00).
Necessity: Suppose that Ae(ces[ pr qr ):I ( f)oo) but

'[j —_t.
sup 2 (QZJAJ (m,n)) B J = w

m,nj=0

for all B>1. Then X a(m,nk)xc converges uniform in n for all m and
k=1

Xeces[( pr),(qr )],hence a(r’n’k)kzl,z,... eces+ [(pr),(qr )] for all m and n. It is

o0
easy to see that each t . defined by tmn(x): > a(mnk)xg is an element of
’ ' k=1

cest [( Pr ) , (qr )] Since ces [( Pr ) , (qr )] is complete and since 5“pm,n‘tm,n (x)‘ < oo On

ces [( Pr ) , (qr )] , by the uniform boundedness principle, there exists a number L independent
m,n,x and a number & >1 such that

‘tmln (x)‘ <L 3.2)
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forall n,m and xe S[O, 6] where S[O, 5] is the closed sphere in ces[( pr),(qr )]

with center at the origin 0 and radius . We now choose integer E >1 such that E5M > L.
Since

0 tj —t.
A ) -
o jgo(QzJ Aj (m n)) =

there exists mg >1 such that

— J
R = jEO(QZJ—Aj (m,n)) E J>1
Define a sequence
. My+1
X = 0if k=2
and
M i

XN(j) = Q;jjépj [{sgna(m, n, N (j))}]a(m, n,N (j))‘tj_l R_lE Pj ,
X, =0if0< j<myandk =N(j)
where N (j) is the smallest integer such that
‘a(m,n, N (]))‘ = max M :
J Ak

So we get ¢ (x) < but |tmn (x)| > L, which contradicts by (3.2). This completes the
proof. o
By specializing the sequences (p,) and (q,) of the spaces ces [( pr),(qr )] in Theorem

1. We get the spaces ces( pr) and cesp defined by [6] and Lim [7].
We have

Corollary 3.1 Let 1< pj<suppj <. Then Ae (CES(p),(VG/z) ) if and only if there exists
[e 0]

an integer B > 1 such that W (B) < oo, Where
i t;  —t
W(B) = sup OZO (ZJ Aj (m,n)) ] B Jandi+i :1(j - 0,1,2’“_).
m,nJ=0 JERY

Proof. If we take (], = 1 for every I in Theorem 1, then we obtain the result. m]
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1 1 o . .
Corollary 3.2 Let 1 < p <oo and —+-=1. Then Ae(cesp,(v/1 ) ) if and only if
p ot *

1

sup (é()(zj Aj (m, n))t jt < o,

m,n

Proof. If we take (|, =1 and P, = P forevery I' in Theorem 1, then we obtain the proof of
Corollary. o

Theorem 3.2 Let 1< Pj <suppj < and

i+i :1,(j :1,2,...).Ae(cesl:(pr),(qr):l,<vcf) ) if and only if
Pi "
@) lim a(m,n,k)= ay uniformly in N and for fixed k,

m—oo

(i) there exists B >1 such that W (B) < oo,

where
0 tj —t.
v founton) o

0

Proof. Suppose that Ae(ces[( pr),(qr ):l,(vf)oo).Then tm.n (x) = kZ a(m,nk)xk

exists for every m=>1 and lim |tmn (x)| uniformly in n exists for every
M—»0

X € Ces [( pr),(qr )] Therefore by a similar argument to that in Theorem 1 we have the
condition (i) is obtained by taking x = € €ces [( Py ) , (qr ):I where ey is a sequence with 1
at the kth place and zero elsewhere.

Sufficiency: The conditions (i)-(ii) hold. From (i), we have

o0 tj —tj
JEO(QZJ-AJ-(m,n)) B J<w(B)<w (33)

o0
By using (3.3) it is easy to check that X agxkx is absolutely convergent for each

Xeces[(pr),(qr)]. Moreover for each x»eces[(pr),(qr)] and ¢ >0, we choose

integer number mg >1 such that
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Pj
0| 1
ng (X) = jéo gzjjqk ‘Xk‘ <e

M

o0

Define the matrix (b(m,n,k))r=1 where (b(m,n,k)) = (a(m,n,k)—ak) for all N. By

the condition (ii) and inequality (1.2), we have, for all N

t s 1
k:r§0+1|b(m,n,k)xk| < BL:%O ((szvj (m,n)) J B 4 +1j}(gm0 (x))M
where
W; (m.n) = max |a(m'”'k)|_ak
] dy
By inequality above, we get
w ot
j:ZmO ((szwj (m, n)) B j <2w (B) < co.

Therefore

i > alm,nk)x, = X apx,uniformly inn.
T K21 k= k% Y

This shows that A e (ces l:( Pr ) , (qr ):I : (Vf )OO> which proves the Theorem. o

Corollary 3.3 Let 1< pj <suppj <oo. Then Ae (ces(p), (Vf)oo) if and only if

M 1im a(m,n,k) =ay uniformly in N and for fixed k,
r—oo
(i) there exists B >1 such that W (B) < oo,

where
) ; i —t;
W(B):sup_z ( JAj (m,n)) J B )
r,nJ=0
Proof. If 0, = 1 forevery I in Theorem 2, then we get the conditions (i)-(ii). o
1 1 a\ . .
Corollary34Let 1< p<ow and —+—=1. Then Ae (ceslo,v/1 ) if and only if
I

@@ lim a(m,n,k) =ay uniformly in N and for fixed k,
r—o
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t\t
i ¥ (27 A; (m, ) .
(i) Sruﬁ( j—O( j (m n)) <

Proof. If g, =1 and p, = p forall r in Theorem 2, then we get the proof of the corollary.

]

1 1
Theorem 3.3 Let 1< Pj <suppj<e and —+—=1,(j =1,2,...). Then

Pj 4

Ac (ces [(pr).(ar)]. (v;(’) )) if and only if

@@ lim a(m,n,k) = 0 uniformly in N and for fixed k,
r—oo

(ii) there exists B > 1 such that W (E) < oo,
where

0 tj —t.
w(e)=ap & [0, (mn) e .

Proof. Theorem 3 can be provided by using an argument similar to that in Theorem 2. m]
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